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Thirdly, we may discuss foundational implications, though . . .
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Second-order RM only has variables $n \in \mathbb{N}$ and $X \subset \mathbb{N}$. Functions on $\mathbb{R}$, metric spaces, etc have to be ‘represented’ or ‘coded’. Kohlenbach’s higher-order RM uses the richer language of all finite types. Thus, the use of codes or representations is seriously reduced. E.g. discontinuous functions on $\mathbb{R}$ are directly available.
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Real numbers and ‘$=_{\mathbb{R}}$’ defined as in $\text{RCA}_0$; $\mathbb{R} \to \mathbb{R}$-functions are $\mathbb{N}^\mathbb{N} \to \mathbb{N}^\mathbb{N}$-functions extensional relative to ‘$=_{\mathbb{R}}$’.
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Real analysis has been studied in second-order RM, mostly for continuous functions.

Coding continuous functions (on \( \mathbb{N}^\mathbb{N} \) and \( \mathbb{R} \)) does not change the RM of the Big Five (Kleene, Kohlenbach, Normann, Sanders).

Recently, Dag Normann and I have obtained a plethora of equivalences (over RCA\(_{\omega}^0 \)) between:

- **second-order** Big Five systems
- **third-order** theorems about (slightly) discontinuous functions.

These third-order theorems are called second-order-ish for obvious reasons. A similar phenomenon does not exist for first- and second-order theorems (AFAIK).
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Not provable in $\text{RCA}_0^\omega + (\exists^2) + Z_2$ and stronger systems:

There is a $\mathbb{R} \to \mathbb{R}$-function that is not Baire 2.
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Recently, Dag Normann and I have obtained a plethora of equivalences (over $\text{RCA}_0^\omega$ or extensions) between:

(a) second-order Big Five systems
(b) third-order theorems about (slightly) discontinuous functions.

The theorems in (b) are called second-order-ish for obvious reasons.

There are a gazillion possible equivalences, warranting the name the Biggest Five phenomenon.

Slight variations or generalisations of the theorems in (b) imply NIN and cannot be proved in $\text{RCA}_0^\omega + \mathbb{Z}_2$ and stronger systems.

Similar results for WWKL, Vitali’s covering lemma, and Kleene’s ($\exists^2$).

Many equivalences for NIN and basic properties of regulated functions. Same for basic properties of measure and category and semi-continuity (Baire, Volterra, . . . ).
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  - ZFC cannot prove the Continuum Hypothesis.
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- basic properties of the integral
  - ZF cannot prove that $\int_{[0,1]} f \ d\lambda = 0$ implies $f(x) = 0$ a.e. for $f : [0, 1] \to [0, 1]$ for the Lebesgue integral.
  - $\text{RCA}_0^\omega + \text{Z}_2$ cannot prove $\int_{0}^{1} f(x)dx = 0$ implies $f(x) = 0$ a.e. for $f : [0, 1] \to [0, 1]$ for the Riemann integral.


- basic properties of measure (zero) and category.
Thanks!

Questions?
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