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Abstract

In this paper, we consider a system of delay differential equations which describes a structured
single species population distributed over a two-patch environment. For a large class of birth functions,
we obtain sufficient conditions for uniform persistence and global stabilities of equilibria. A Hopf
bifurcation in this system is also discussed when the birth function takes a specific form, and the
stability of the bifurcated periodic solutions and the bifurcation direction are investigated in detail.
Finally, some numerical simulations of the system are given.
� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

In general, a single species population in a homogeneous environment is modelled by a
logistic equation. If a delayed growth of the species is considered, a time delay is added
to the equation. The delayed growth may be caused by different hatching times, different
rates of maturation and/or gestation. Moreover, when we consider a single species living
in ann-patch and non-homogeneous environment, the dynamics of the population is very
complicated. To describe the dynamics, Smith and Thieme[7] derived a system of delay
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differential equations as follows:

u̇j (t) =
n∑

k=1
�jkuj (t) +

n∑
k=1

(e�jA)jkbk(uk(t − �k)), j = 1,2, . . . , n, (1.1)

whereA = (�jk)n×n with

�jk = Djk −
(

n∑
i=1

Dij + dj

)
�jk

and�jk are Kronecker symbols.dj andbj denote the death rates of the individuals and the
birth function in thejth patch, respectively.�j represents the maturation age in patchj and
Djk corresponds to the migration rate from patchk to patchj. Under certain assumptions,
Smith and Thieme[7] established the generic convergence for system (1.1) by applying the
theories of monotone dynamical systems.
Whenn = 2, assuming that�1= �2= r, and

dj (a) =
{
dI (a), 0�a�r,

dj ≡ constant, a > r,
Djk(a) =

{
Dj(a), 0�a�r,

Dj ≡ constant, a > r,

wherej, k = 1,2, j �= k, and by applying the method similar to[7], So, Wu and Zou[9]
derived the following system:

du1(t)

dt
= − d1u1(t) + D2u2(t) − D1u1(t)

+ e∗
[
1−

∫ r

0
e−

∫ r
� D̂(a) daD1(�)d�

]
b1(u1(t − r))

+ e∗
∫ r

0
e−

∫ r
� D̂(a) daD2(�)d�b2(u2(t − r)),

du2(t)

dt
= − d2u2(t) + D1u1(t) − D2u2(t)

+ e∗
∫ r

0
e−

∫ r
� D̂(a) daD1(�)d�b1(u1(t − r))

+ e∗
[
1−

∫ r

0
e−

∫ r
� D̂(a) daD2(�)d�

]
b2(u2(t − r)), (1.2)

whereD̂(a) = D1(a) + D2(a), and� = (e∗)−1 represents the immature death rate. So,
Wu and Zou[9] analyzed the dynamics of system (1.2) in the case where two patches are
identical and the birth functions takeb(u)= u2e−�u. They showed that the immature death
rate� significantly affects the dynamics of the mature population. The variations of the
immature death rate� not only result in the variation of positive homogeneous equilibria,
but also may lead to stable periodic solutions.
This paper deals with system (1.2) in the case of identical patches with a large class

of birth functions. In Section 2, we obtain sufficient conditions for uniform persistence
and the global stability of equilibria by appealing to persistence theory and the theory of
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monotone dynamical systems. In Section 3, in the case where the birth function is of the
form b(u)= ue−�u, we give some formulas to determine the type of Hopf bifurcation, and
provide some numerical simulations to illustrate the Hopf bifurcation.

2. Global dynamics for two identical patches

In this section, we consider system (1.2) in two identical patches; namely, we assume
thatdi =d,Di =D, bi(u)=b(u), Di(a)=D(a) for a ∈ (0, r), wherei=1,2. Then system
(1.2) reduces to

du1(t)

dt
= −du1(t) + D(u2(t)−u1(t)) + e∗(1−r∗)b(u1(t−r)) + e∗r∗b(u2(t−r)),

du2(t)

dt
= −du2(t) + D(u1(t)−u2(t)) + e∗r∗b(u1(t−r)) + e∗(1−r∗)b(u2(t−r)),

(2.1)

where

r∗ =
∫ r

0
e−

∫ r
� D̂(a) daD(�)d� = 1

2(1−e−2
∫ r
0 D(a) da).

Thenr∗ ∈ (0, 12).
We assume that

(H) b(u) = ug(u), g(u)>0, g′(u)<0 for all u�0.
Hence,b(u)<ug(0) for u>0, andg(u) is a strictly decreasing function.
Let ũ be the number such thatb′(ũ)=g(ũ)+ ũg′(ũ)=0. ū denotes the unique solution of

g(ū)=d� in the case ofg(∞)< d�<g(0), where�=(e∗)−1 represents the death rate of the
immature population. Then̄u, ũ>0,b′(u)>0 if u ∈ [0, ũ), andb′(u)<0 if u ∈ (ũ,+∞).
In addition, it is easy to see that system (2.1) has a positive homogeneous equilibrium(ū, ū)

in the case ofg(∞)< d�<g(0).
LetX = C([−r,0], R2+). Then, for any� ∈ X, there exists a unique solutionu(t,�) =

(u1(t,�), u2(t,�)) (t�0) of system (2.1) withu(s,�) = �(s), s ∈ [−r,0] (see e.g.[5]).
Let ut (�) be the solution semiflow of system (2.1), whereut (�)(s) = u(t + s,�), s ∈
[−r,0], t�0. Note that every solutionu(t,�) of system (2.1) is non-negative for� ∈ X

(see[6, Theorem 5.2.1]). Hereafter, by a solutionu(t,�) of system (2.1) we always mean
a non-negative solutionu(t,�).

Theorem 2.1. Assume(H) holds.
(i) If d�>g(0) (i.e.d > e∗g(0)), the trivial equilibrium of system(2.1)is globally asymp-

totically stable.
(ii) If d�<g(0), system(2.1) is uniformly persistent in the sense that there exists a

�>0 such that each solution(u1(t,�), u2(t,�)) of system(2.1) with � ∈ X satisfies
lim inf t→∞ ui(t,�)��, i = 1,2. If, in addition, d�>g(∞) and ū� ũ, then the positive
homogeneous equilibrium(ū, ū) is globally asymptotically stable.

Biologically, case (i) implies that the species will die out, while case (ii) implies that the
species in two patches will be persistent, and will stabilize at the positive equilibrium(ū, ū)
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under the additional conditions. Obviously, the immature death rate� and the mature death
rated jointly determine the eventual states of the mature populations. Note that the global
stability in Theorem 2.1 is very different in spirit from the one in[7]. This stability result
holds for all delays, but makes certain restrictions. The result in[7] provides global stability
without these restrictions provided that the delay is small enough.

Proof of Theorem 2.1. (i) Clearly, system (2.1) has a trivial equilibrium(0,0). Let u =
u1+ u2, then

u̇(t) = − du + e∗(b(u1(t − r)) + b(u2(t − r)))

� − du + e∗g(0)u(t − r).

The zero solution is globally asymptotically stable for the linear equationẋ(t)= −dx(t)+
e∗g(0)x(t − r) whend > e∗g(0). Therefore, by the standard comparison theorem (see[6,
Theorem 5.1.1]), every solution of system (2.1) goes to zero ast goes to infinity. Thus, the
trivial equilibrium of system (2.1) is globally asymptotically stable whend > e∗g(0).
(ii) In what follows, we assumed < e∗g(0). To obtain that system (2.1) is uniformly

persistent, we will apply Theorem 4.6 in[10] and TheoremA.2 in[8]. Let

X1= {� = (�1,�2) : � ∈ X,�i �= 0,∀i = 1,2},
and�(t) : X → X, t�0, be the solution semiflow generated by system (2.1); that is,
�(t)� = ut (�). DenoteX2=X\X1. Then, for all nonzero� ∈ X2, �(t)� ∈ X1 holds for
t >0.

In the following, we want to show that�(t) is point dissipative inX [2]. Let um =
max{ū, ũ}, L�um, andu(t) = u1(t) + u2(t). Then, by our assumption (H), we have

u̇(t) = − du + e∗(b(u1(t − r)) + b(u2(t − r)))

� − e∗g(ū)u + 2Le∗g(L), for ui(t − r)�L.

Note that the ordinary differential equatioṅu = −e∗g(ū)u + 2Le∗g(L) has a globally
asymptotically stable equilibrium2Lg(L)/g(ū). By the standard comparison theorem, each
solution of system (2.1) is ultimately bounded. Hence,�(t) is point dissipative inX.

Claim. There exists small�1>0such that the solution semiflow�(t) satisfieslim supt→∞
‖�(t)�‖��1, ∀� ∈ X1.

We use an argument similar to[12, Claim 1]. Choose 0< �1<min{ū, ũ}. Suppose
that, by contradiction, lim supt→∞ ‖�(t)�‖< �1 for some� ∈ X1. Then there exists
T >0 such that‖�(t)�‖< �1, ∀t�T . Let u(t) = u1(t) + u2(t), where(u1(t), u2(t)) =
(�(t)�)(0), t�0. By the monotonicity ofg(u), we have

u̇(t) = u̇1(t) + u̇2(t) = −du + e∗(b(u1(t − r)) + b(u2(t − r)))

= − e∗g(ū)u + e∗(u1(t − r)g(u1(t − r)) + u2(t − r)g(u2(t − r)))

� − e∗g(ū)u + e∗g(�1)u(t − r), for t�T .
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Clearly, the linear delayed differential equation

ẋ(t) = −e∗g(ū)x(t) + e∗g(�1)x(t − r) (2.2)

is cooperative and irreducible. By Smith[6, Corollary 5.5.2], the stability of zero for (2.2)
is the same as that for the following ordinary differential equation (obtained by simply
ignoring the delay in (2.2)).

ẋ(t) = e∗(g(�1) − g(ū))x(t), t�T .

So, the stability moduluss of (2.2) is positive sinceg(�1)> g(ū). Hence, by Smith[6,
Theorem5.5.1], Eq. (2.2) hasasolutionof the formx∗(t)=est x0with x0>0.Sincesolutions
of system (2.1) are positive, we can choose ak >0, such thatu(t)= u1(t)+ u2(t)�kx∗(t)
for t ∈ [T − r, T ]. By the comparison theorem[6, Theorem 5.5.1], we haveu(t)�kx∗(t),
for all t�T . Hence, limt→∞ u(t)=∞, which contradicts the boundedness of(u1(t), u2(t))

on [0,∞).
From the above claim, it follows that(0,0) is an isolated invariant set inX, and is a

weak repeller forX1. By Thieme[10, Theorem 4.6], X2 is a uniform strong repeller for
X1. That is, there is a�1>0 such that lim inft→∞ dist(�(t)�, X2)��1 for all � ∈ X1.
Then, by Smith and Zhao[8, Theorem A.2]with Z = X and e = (1,1), there exists a
�>0 such that every solution(u1(t,�), u2(t,�)) of system (2.1) with� ∈ X1 satisfies
lim inf t→∞ ui(t,�)��.
In order to obtain the global stability for the positive equilibriumu∗ = (ū, ū), we further

assume thatg(∞)< d�, andū� ũ. Let I represent the order interval

[0̂, ˆ̃u] = {�(s) = (�1(s),�2(s)) : �i ∈ C([−r,0], [0, ũ]), i = 1,2}.
Then,(ū, ū) ∈ I .
First, we show that system (2.1) is cooperative and irreducible overI, andI is an invariant

set for system (2.1).Denote the right sideof system (2.1) bygi(u1(t), u2(t), u1(t−r), u2(t−
r)), i = 1,2. Thengi(x1, x2, y1, y2) satisfies

�g1
�x2

= �g2
�x1

= D>0

and

�(g1, g2)
�(y1, y2)

=
(
e∗(1− r∗)b′(y1) e∗r∗b′(y2)

e∗r∗b′(y1) e∗(1− r∗)b′(y2)

)
,

which is anonnegativematrixwhenevery1, y2 ∈ [0, ũ].Moreover, ifGi(x1, x2)=gi(x1, x2,

x1, x2), then the Jacobian matrix

J = �(G1,G2)
�(x1, x2)

=
(−d − D + e∗(1− r∗)b′(x1) D + e∗r∗b′(x2)

D + e∗r∗b′(x1) −d − D + e∗(1− r∗)b′(x2)

)

is irreducible forx1, x2 ∈ [0, ũ]. Thus, system (2.1) is cooperative and irreducible onI.
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Lettingfi denote the right sides of system (2.1),i=1,2, and if�=(�1,�2) ∈ I=[0̂, ˆ̃u],
and�1(0) = ũ, then we have

f1(�) = − d�1(0) + D(�2(0) − �1(0))
+ e∗(1− r∗)b(�1(−r)) + e∗r∗b(�2(−r))

� − dũ + e∗b(ũ) = −e∗ũ(g(ū) − g(ũ))�0.

Similarly, if � = (�1,�2) ∈ I , and�2(0) = ũ, then we also havef2(�)�0. Hence,I is
positively invariant for system (2.1) by Smith[6, Remark 5.2.1]. That is, for any� ∈ I ,
the unique solution(u1(t,�), u2(t,�)) satisfies 0�ui(t,�)� ũ for all t�0. By the same
argument, it is easy to check that the order intervalIL =[0̂, L̂] is positively invariant for all
L� ũ.
Next, we prove that there is a globally stable equilibrium inI. Let f = (f1, f2) and

0̂(s) = (0,0) for s ∈ [−r,0], then the Fréchet derivativeDf at 0̂ is given by

Df (0̂)� =
∫ 0

−r

d�(s)�(s),

where�(s) = (�ij ), and

�11(s) = �22(s) =
{0, s = −r,

e∗(1− r∗)b′(0), s ∈ (−r,0),
−d − D + e∗(1− r∗)b′(0), s = 0,

�12(s) = �21(s) =
{0, s = −r,

e∗r∗b′(0), s ∈ (−r,0),
D + e∗r∗b′(0), s = 0.

Note thatfi is strictly sublinear, and the maximal eigenvalue	0 of the Jacobian matrix
J at (0,0) is 	0 = −d + e∗g(0). Therefore, whend < e∗g(0), system (2.1) satisfies all
the conditions of[11, Theorem 3.2], and hence, system (2.1) admits a unique positive
equilibriumu∗ = (ū, ū) which is globally asymptotically stable inI\{0̂}.
It remains to prove the global attractivity ofu∗ in X. We claim that the omega limit set

of each solution inX is contained inI. Indeed, for any given� ∈ X, there existsL� ũ such
that� ∈ IL. Thenut (�) ∈ IL for all t�0. Thus, the omega limit set
(�) of ut (�) is
nonempty, compact and invariant for system (2.1). LetG={�(s) : � ∈ 
(�), s ∈ [−r,0]}.
Then,G is a compact subset ofR2+ because of the compactness of
(�) and[−r,0]. Define
L0 = inf {L�0 : G ⊆ [0, L]2}. Then, there exist� ∈ 
(�) ands0 ∈ [−r,0] such that
�(s0)= (�1(s0),�2(s0)) satisfies either�1(s0)=L0 or�2(s0)=L0. Thus,�i (s)��1(s0)
or �i (s)��2(s0) for all � = (�1, �2) ∈ 
(�). Since
(�) is invariant, we can assume that
s0=0, and there exists=(1, 2) ∈ 
(�) such thatur()=�, i.e.,ui(r+s, )=�i (s), s ∈
[−r,0]. SupposeL0> ũ. Then, if�1(0) = L0, we have

u̇1(r, ) = − d�1(0) + D(�2(0) − �1(0))
+ e∗(1− r∗)b(�1(−r)) + e∗r∗b(�2(−r))

� − e∗g(ū)L0 + e∗b(ũ)�e∗(ũg(ũ) − L0g(ū))<0.
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This inequality implies that there exists somet < r such that

u1(t, )>u1(r, ) = �1(0) = L0,

which contradicts thatut () ∈ 
(�) ⊆ IL0. By the similar argument, if�2(0)= L0, then,
we get the same contradiction. Thus,L0� ũ, and
(�) ⊂ I .
It is easy to see that(0,0) and(ū, ū) are two isolated invariant sets, and there is no cycle

among them for�(t) : I → I . Clearly,
(�) is internally chain transitive for�(t) : I → I

(see[3, Lemma 2.1]). By the continuous version of[3, Theorem 3.2], we have
(�)=(0,0)
or (ū, ū). By the uniform persistence of system (2.1), it follows that
(�) = (ū, ū) for all
nonzero� ∈ X. Consequently,(ū, ū) is globally asymptotically stable for system (2.1) in
X\{0̂}. This completes the proof.�
If we takeg(u)=e−�u, i.e.,b(u)=ue−�u, where�>0, thenb(u) satisfies our assumption.

Moreover,ū= −(1/�) ln(d�), andũ= 1/�. Hence,ū� ũ if e−1�d�. In addition, it is not
difficult to see that system (2.1) admits a positive homogeneous equilibriumu∗ = (ū, ū)

whend�<1.
The following result, as a consequence of Theorem 2.1, shows how the death rates of the

immature and the mature determine the long-term behavior of the species.

Corollary 2.1. Let b(u) = ue−�u. If d�>1, the trivial equilibrium is globally asymptot-
ically stable for system(2.1). If d�<1, system(2.1) is uniformly persistent and admits a
positive homogeneous equilibriumu∗ = (ū, ū). If e−1�d�<1, the positive equilibrium is
globally asymptotically stable.

3. Hopf bifurcation

In this section, we assume the birth function takesb(u)= ue−�u for some�>0. There-
fore, we can investigate Hopf bifurcations of system (2.1) considering the delayr as a
bifurcating parameter. We follow the algorithm of Kazarinoff and Wan[4] to determine
Hopf bifurcations.
In the last section, we have shown that system (2.1) has a positive homogeneous equi-

librium u∗ = (ū, ū) whend�<1. Its local stability can be determined by the roots of the
following characteristic equation.

0=
∣∣∣∣	 + d + D − e∗(1− r∗)b′(ū)e−	r −D − e∗r∗b′(ū)e−	r

−D − e∗r∗b′(ū)e−	r 	 + d + D − e∗(1− r∗)b′(ū)e−	r

∣∣∣∣
= [	 + d + D − e∗(1− r∗)b′(ū)e−	r ]2− [D + e∗r∗b′(ū)e−	r ]2
= (	 + d − e∗b′(ū)e−	r )(	 + d + 2D − e∗(1− 2r∗)b′(ū)e−	r ),

which can be reduced to

	 + d − e∗b′(ū)e−	r = 0 (3.1)

and

	 + d + 2D − e∗(1− 2r∗)b′(ū)e−	r = 0, (3.2)
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whereb′(ū) = e−�ū − �ūe−�ū = d�(1+ ln(d�)).
Eqs. (3.1) and (3.2) are of the form

	 + �1+ �2e
−	r = 0.

We know that the above equation has negative real parts if and only if

�1+ 1>0, �1+ �2>0, �2r < � sin � − �1r cos�, (3.3)

where� is a root of� = −�1r tan �, 0< �<� if �1 �= 0, and� = �/2 if �1 = 0 (see[1,
TheoremA.5]).
Let � = �(u) ∈ (�/2,�) be a function defined by−�/ur = tan �. Define

r0 = �(d) sin(�(d)) − dr cos(�(d))
d(1+ ln(d�))

,

r1= �(d + 2D) sin(�(d + 2D)) − (d + 2D)r cos(�(d + 2D))

d(1+ ln(d�)(1− 2r∗))
.

Themonotonicity of� implies 0<r0<r1.Applying result (3.3), if 0<r < r0, then all zeros
of Eqs. (3.1) and (3.2) have negative real parts. Thusu∗ = (ū, ū) is locally asymptotically
stable.
Regarding the time delayr as a bifurcation parameter, we now check the usual Hopf

bifurcation assumptions atr = r0 (see e.g.[4]). Whenr = r0, Eq. (3.1) has simple roots

±
0i = ±
√
d2(1+ ln(d�))2− d2i, 
0>0

and the other roots of (3.1) and the roots of Eq. (3.2) have negative real parts. Let	(r) be
the root of (3.1) with	(r0) = 
0i. Differentiating both sides of (3.1) with respect tor, we
then obtain

Re{	′(r0)} = 
20
(1+ r0d)

2+ (r0
0)2
>0.

Consequently, we have the following result.

Theorem 3.1.When the delay r crossesr0 either from left or from right, and ifd�<1, then
the homogenous equilibriumu∗ undergoes a Hopf bifurcation.

In order to determine the stability of the bifurcated periodic solutions and the bifurcating
direction, we proceed with four steps.
Step1: Change system (2.1) intȯX(t)= ∫ 0−1 d�(�,�)X(t +�)+F(X(t −1)) by certain

transformations.
By the transformationx(t)= u1(rt)− ū, y(t)= u2(rt)− ū, we can change system (2.1)

into

dx(t)

dt
= r[−dx(t)+D(y(t) − x(t))+e∗(1− r∗)B(x(t − 1))+e∗r∗B(y(t − 1))],

dy(t)

dt
= r[−dy(t)+D(x(t) − y(t))+e∗r∗B(x(t − 1))+e∗(1− r∗)B(y(t − 1))],

(3.4)
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where

B(u) = b1u+1
2b2u

2+1
6b3u

3+O(u4),

and

b1= b′(u∗) = d�(1+ ln(d�)),

b2= b′′(u∗) = −�d�(2+ ln(d�)),

b3= b
′′′
(u∗) = �2d�(3+ ln(d�)).

Let r = r0 + �, and rewrite system (3.4) as a system forX(t) = (x(t), y(t))T

Ẋ(t) =
∫ 0

−1
d�(�,�)X(t + �) + F(X(t − 1)), (3.5)

where� is the integration variable,F(X(t − 1)) = (F1, F2)
T, �(�,�) = (�i,j (�,�)), and

�1,1(�,�) = �2,2(�,�) =
{0, � = −1,
(� + r0)e

∗(1− r∗)b1, � ∈ (−1,0),
(� + r0)(−d − D + e∗(1− r∗)b1), � = 0,

�1,2(�,�) = �2,1(�,�) =
{0, � = −1,
(� + r0)e

∗r∗b1, � ∈ (−1,0),
(� + r0)(D + e∗r∗b1), � = 0,

F1= (� + r0)[e∗(1− r∗)(12b2x
2(t − 1) + 1

6b3x
3(t − 1))

+ e∗r∗(12b2y
2(t − 1) + 1

6b3y
3(t − 1))] + · · · ,

F2= (� + r0)[e∗r∗(12b2x
2(t − 1) + 1

6b3x
3(t − 1))

+ e∗(1− r∗)(12b2y
2(t − 1) + 1

6b3y
3(t − 1))] + · · · .

The eigenvalues for system (3.5) are given by

	 + d(� + r0) − e∗b1(� + r0)e
−	 = 0 (3.6)

and

	 + (d + 2D)(� + r0) − e∗b1(1− 2r∗)(� + r0)e
−	 = 0. (3.7)

Therefore, at� = 0, system (3.5) has eigenvalues±
0r0i, and all other eigenvalues have
negative real parts.
Step2: Compute the eigenvectorsq(�) and q∗(s) for the operatorA and the adjoint

operatorA∗ corresponding to
0r0i, and−
0r0i, respectively, where operatorsAandA∗ are
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defined by

A�(�) =
{ d�
d�

, −1��<0,∫ 0
−1 d�(s,0)�(s), � = 0,

∀�(�) ∈ C([−1,0], R2),

A∗�(s) =
{

−d�
ds

, 0�s <1,∫ 0
−1 d�

T(s,0)�(−s), s = 0,
∀�(s) ∈ C([0,1], R2).

It is easy to see thatq(�) andq∗(s) satisfy

dq(�)
d�

= i
0r0q(�), dq∗(s)
ds

= −i
0r0q∗(s),

∫ 0

−1
d�(s,0)q(s) = i
0r0q(0),

∫ 0

−1
d�T(s,0)q∗(−s) = −i
0r0q∗(0).

At the same time, we require that〈q∗, q〉 = 1. By the definition of the inner product〈·, ·〉
(see[4]), we have

〈q∗, q〉 = q̄∗(0) · q(0) −
∫ 0

−1

∫ �

�=0
(q̄∗(� − �))T d�(�,0)q(�)d�

= q̄∗(0)q(0) − e−
0r0i(q̄∗(0))T�(−1,0)q(0),

whereq̄∗ denotes the conjugate ofq∗. Therefore, we can obtainq(�) = q(0)e
0r0�i and
q∗(s) = q∗(0)e
0r0si , and chooseq(0) andq̄∗(0) as follows:

q01= 1,

q02= i
0r0 − A1+ B1e−i
0r0
A2− B2e−i
0r0

,

q∗
01= �20

(1− B1e−ir0
)(�20 + �21) − 2B2(A1− B2e−i
0r0 − ir0
0)�0
,

q∗
02= �0e−i
0r0(i
0r0 − A1+ B1e−i
0r0)

(1− B1e−ir0
)(�20 + �21) − 2B2(A1− B2e−i
0r0 − ir0
0)�0
,

whereq0i andq∗
0i (i=1,2) are theith components ofq(0) and the conjugatēq∗(0) of q∗(0),

respectively, and

A1= −r0(d + D), A2= r0D, B1= −r0e
∗(1− r∗)b1, B2= −r0e

∗r∗b1,

�0 = B2− A2e
ir0
0, �1= B1− ei
0r0(A1− ir0
0).

Step3: Reduce system (3.5) to an ordinary differential equation for a single complex
variablez, and expand it in powers ofzandz̄.
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Letz=〈q∗, Xt 〉, w(z, z̄, �)=Xt(�)−2Re{z(t)q(�)}.Then, system (3.5) canbe reduced
to an ordinary differential equation forz. At � = 0, this equation is

ż(t) = 
0r0iz(t) + q̄∗(0) · F0,
whereF0= (F1, F2)

T =F(w(z, z̄, �)+ zq(�)+ z̄q̄(�)). In the followings, we expanḋz in
powers ofzandz̄. Let

w(z, z̄, �) = 1
2w20(�)z

2+ w11(�)zz̄ + 1
2w02(�)z̄

2+ · · · ,

wherewi,j (�) = (w
(1)
i,j (�), w

(2)
i,j (�))

T ∈ C([−1,0],C2), i, j = 0,1,2. Then,F0 can be
expanded as follows:

F1= F1,20z
2+ F1,11zz̄ + F1,02z̄

2+ F1,21z
2z̄ + · · · ,

F2= F2,20z
2+ F2,11zz̄ + F2,02z̄

2+ F2,21z
2z̄ + · · · ,

where

F1,20= − b2

2b1
(B1q

2
1(−1) + B2q

2
2(−1)),

F1,11= −b2

b1
(B1q1(−1)q̄1(−1) + B2q2(−1)q̄2(−1)),

F1,02= − b2

2b1
(B1q̄

2
1(−1) + B2q̄

2
2(−1)) = F̄1,20,

F1,21= − b2

2b1
B1(w

(1)
20 (−1)q̄1(−1) + 2w(1)

11 (−1)q1(−1))

− b3

2b1
B1q

2
1(−1)q̄1(−1) − b2

2b1
B2(w

(2)
20 (−1)q̄2(−1)

+ 2w(2)
11 (−1)q2(−1)) − b3

2b1
B2q

2
2(−1)q̄2(−1),

F2,20= − b2

2b1
(B2q

2
1(−1) + B1q

2
2(−1)),

F2,11= −b2

b1
(B2q1(−1)q̄1(−1) + B1q2(−1)q̄2(−1)),

F2,02= − b2

2b1
(B2q̄

2
1(−1) + B1q̄

2
2(−1)) = F̄2,20,

F2,21= − b2

2b1
B2(w

(1)
20 (−1)q̄1(−1) + 2w(1)

11 (−1)q1(−1))

− b3

2b1
B2q

2
1(−1)q̄1(−1) − b2

2b1
B1(w

(2)
20 (−1)q̄2(−1)

+ 2w(2)
11 (−1)q2(−1)) − b3

2b1
B1q

2
2(−1)q̄2(−1),

whereqi(�) is theith component of the eigenvectorq(�), i = 1,2.
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Thus, we obtain

ż = 
0r0iz + 1
2g20z

2+ g11zz̄ + 1
2g02z̄

2+ 1
2g21z

2z̄ + · · · ,
where

g20= q∗
01F1,20+ q∗

02F2,20,

g11= q∗
01F1,11+ q∗

02F2,11,

g02= q∗
01F1,02+ q∗

02F2,02,

g21= q∗
01F1,21+ q∗

02F2,21.

g21 is still unknown due tow(z, z̄, �).
Step4: In order to get the coefficientg21 of z2z̄, we must first work outw(z, z̄, �). Let

1

2
H20(�)z2+ H11(�)zz̄ + 1

2
H02(�)z̄2+ · · ·

=
{−2Re{q̄∗(0) · F0q(�)}, −1��<0,

−2Re{q̄∗(0) · F0q(0)} + F0, � = 0.
Comparing the coefficients of all powers ofzandz̄, we can computeH20(�) andH11(�) as
follows:

H20(�) =




−2(q∗
01F1,20+ q∗

02F2,20)q(�)−2(q̄∗
01F̄1,02+ q̄∗

02F̄2,02)q̄(�), −1��<0,
−2(q∗

01F1,20+ q∗
02F2,20)q(0)−2(q̄∗

01F̄1,02+ q̄∗
02F̄2,02)q̄(0) + h20, � = 0,

H11(�) =




−(q∗
01F1,11+ q∗

02F2,11)q(�)− (q̄∗
01F̄1,11+ q̄∗

02F̄2,11)q̄(�), −1��<0,
−(q∗

01F1,11+ q∗
02F2,11)q(0)− (q̄∗

01F̄1,11+ q̄∗
02F̄2,11)q̄(0) + h11, � = 0,

whereh20= (F1,20, F2,20)
T, h11= (F1,11, F2,11)

T.
By the algorithm in[4, Section 2], we have

(2i
0r0 − A)w20(�) = H20(�),

−Aw11(�) = H11(�) (3.8)

Let

w20(�) = c1q(�) + c2q̄(�) + EEe2i
0r0�,

w11(�) = c3q(�) + c4q̄(�) + FF . (3.9)

Substituting (3.9) into Eq. (3.8), we can determinew20 andw11. The unknown coefficients
are given by:

c1= − 2


0r0i
(q∗
01F1,20+ q∗

02F2,20),
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c2= − 2

3
0r0i
(q̄∗
01F̄1,02+ q̄∗

02F2,02),

c3= 1


0r0i
(q∗
01F1,11+ q∗

02F2,11),

c4= − 1


0r0i
(q̄∗
01F̄1,11+ q̄∗

02F̄2,11),

�E = −(A2− B2e
−2ir0
0)2+ (A1− B1e

−2ir0
0 − 2ir0
0)2,
�F = A21− A22− 2A1B1+ B21 + 2A2B2− B22,

EE1= (−A1+ B1e
−2ir0
0 + 2ir0
0)(F1,20+ A1c1q01− B1c1q01e

−ir0
0

+ A2c1q02− B2c1q02e
−ir0
0 + 2F1,20q01q∗

01+ 2F2,20q01q∗
02

− 2ic1q01r0
0 + c2(A2− B2e
ir0
0)q̄02+ q̄01(c2(A1− B1e

ir0
0

− 2ir0
0) + 2F̄1,02q̄∗
01+ 2F̄2,02q̄∗

02)) + (A2− B2e
−2ir0
0)(F2,20

+ A2c1q01− B2c1q01e
−ir0
0 + A1c1q02− B1c1q02e

−ir0
0

+ 2F1,20q02q∗
01+ 2F2,20q02q∗

02− 2ic1q02r0
0 + c2(A2− B2e
ir0
0)q̄01

+ q̄02(c2(A1− B1e
ir0
0 − 2ir0
0) + 2F̄1,02q̄∗

01+ 2F̄2,02q̄∗
02)),

EE2= (A2− B2e
−2ir0
0)(F1,20+ A1c1q01− B1c1q01e

−ir0
0

+ A2c1q02− B2c1q02e
−ir0
0

+ 2F1,20q01q∗
01+ 2F2,20q01q∗

02− 2ic1q01r0
0
+ c2(A2− B2e

ir0
0)q̄02+ q̄01(c2(A1− B1e
ir0
0 − 2ir0
0)

+ 2F̄1,02q̄∗
01+ 2F̄2,02q̄∗

02)) + (−A1+ B1e
−2ir0
0

+ 2ir0
0)(F2,20+ A2c1q01− B2c1q01e
−ir0
0

+ A1c1q02− B1c1q02e
−ir0
0 + 2F1,20q02q∗

01

+ 2F2,20q02q∗
02− 2ic1q02r0
0 + c2(A2− B2e

ir0
0)q̄01

+ q̄02(c2(A1− B1e
ir0
0 − 2ir0
0) + 2F̄1,02q̄∗

01+ 2F̄2,02q̄∗
02)),

FF 1= (−A1+ B1)(F1,11+ A2c3q02− c3(B1q01+ B2q02)e
−ir0
0 + q01(A1c3

− F1,11q
∗
01− F2,11q

∗
02) + A2c4q̄02− c4e

ir0
0(B1q̄01+ B2q̄02)

+ q̄01(A1c4− F̄1,11q̄
∗
01− F̄2,11q̄

∗
02))

+ (A2− B2)(F2,11+ A2c3q01− c3(B2q01

+ B1q02)e
−ir0
0 + q02(A1c3− F1,11q

∗
01

− F2,11q
∗
02) + A2c4q̄01− c4e

ir0
0(B2q̄01

+ B1q̄02) + q̄02(A1c4− F̄1,11q̄
∗
01− F̄2,11q̄

∗
02)),
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Fig. 1. The solution of system (2.1) with initial values:(u1(t), u2(t)) = (10,11) for t ∈ [−r,0], andr = 28.

FF 2= (A2− B2)(F1,11+ A2c3q02− c3(B1q01+ B2q02)e
−ir0
0

+ q01(A1c3− F1,11q
∗
01− F2,11q

∗
02) + A2c4q̄02− c4e

ir0
0(B1q̄01

+ B2q̄02) + q̄01(A1c4− F̄1,11q̄
∗
01− F̄2,11q̄

∗
02))

+ (−A1+ B1)(F2,11+ A2c3q01− c3(B2q01

+ B1q02)e
−ir0
0 + q02(A1c3− F1,11q

∗
01

− F2,11q
∗
02) + A2c4q̄01− c4e

ir0
0(B2q̄01

+ B1q̄02) + q̄02(A1c4− F̄1,11q̄
∗
01− F̄2,11q̄

∗
02)),

whereEEi andFF i are theith components ofEE andFF, respectively. Thus, we can
computeg21 by g21= q∗

01F1,21+ q∗
02F2,21.

Define

� = −Re
(

i

2
0r0
(g20g11− 2|g11|2− 1

3|g02|2) + 1
2g21

)
.

Then, by the theory in[4], we can determine the type of Hopf bifurcation according to the
sign of�.

Theorem 3.2. Letd�<1. If �>0,a supercritical Hopf bifurcation occurs atr= r0,which
means that system(2.1)has a stable periodic solution nearu∗ for r near r0 andr > r0. If
�<0, a subcritical Hopf bifurcation occurs atr = r0, which implies that system(2.1)has
an unstable periodic solution nearu∗ for r near r0 andr < r0.

From Theorems 3.1 and 3.2, it follows that the maturation ager of a species may lead to
oscillatory behaviors of the mature populations.When the maturation ager crossesr0 from
left (�>0), the mature populations in the two patches will periodically oscillate nearu∗,
while the populations will be stabilized atu∗ whenr crossesr0 from right (�<0).
In order to check our computation for Theorem 3.2, we perform some numerical simula-

tions. Letd = 0.08,D = 0.01, e∗ = 0.9, r∗ = 0.1,� = 1
2 ln 2.We then haved� = 0.08889.
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Fig. 2. The solution with the same parameters as those inFig. 1exceptr = 30.

By Corollary 2.1, system (2.1) is uniformly persistent. Further computation shows that

r0 = 29.15, g20= 0.0237+ 0.03423i, g02= −0.02435− 0.03378i,
g11= 0.068− 0.048i, g21= −0.0254− 0.00465i, � = 0.01296.

By Theorem 3.2, system (2.1) has some stable periodic oscillations nearu∗ = (ū, ū) for
r > r0 = 29.15. We simulate the solutions of system (2.1) whiler < r0 and r > r0. The
solutions inFigs. 1and2 have the same parameter values except for the values ofr. For
r = 28, Fig. 1 shows the solution will eventually converge to a positive homogeneous
equilibrium, while, forr = 30, the solution shown inFig. 2converges to a stable periodic
oscillation. These results coincide with our theoretical predictions.
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