Math 250 Exam 3 review. Thursday April 9. Bring a TI-30 calculator but NO
NOTES. Emphasis on sections 5.5, 6.1, 6.2, 6.3, 3.7, 6.6, 8.1, 8.2, 8.3, 8.4, 8.5, 8.6, 8.7,
8.8; HW1-19; Q1-18. Know for trig functions that 0.707 ~ 1/2/2 and 0.866 =~ v/3/2.

From Math 150, for derivatives know power rule, product rule, quotient rule, chain
rule and rules from reference p. 5. For integration know power rule, u-substitution and
rules 1-20 from reference p. 6.

Know everything from Exam 1 and 2 reviews, including F1)-F17).

The following problems are very important for exam 3 and the final. The
notation F*** means it was on 3 out of 3 of the last 3 finals.
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A power series > c,(z—a)" =co+ci(z—a)+telv—a)l+-+eplz—a)+--.

n=0
Here z is a variable and the constants ¢,, are the coefficients of the series.
The interval of convergence of a power series » ¢, (z — a)" contains all values of
n=j
x for which the series converges. The interval is from a — R to a + R where R is the

radius of convergence.
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Power Series Theorem: Given a power series » _ ¢, (z—a)", there are 3 possibilities.
n=j



i) R = 0 and the interval of convergence is {a} (= [a, a]). So the power series converges
iff x = a.

ii) R = oo and the interval of convergence is (—o00, 00). So the power series converges
for all real x.

iii) 0 < R < oo and the interval of convergence can have one of 4 forms: (a— R, a+ R),
la—R,a+ R), (a — R,a+ R], or [a— R,a+ R]. Note that the power series converges for
x between a — R and a 4+ R, but convergence at the endpoints t =a — Rand r =a+ R
needs to be checked.

Given a power series Z cn(x —a)”, find the radius of convergence R and the interval
n=j
of convergence where x is between a — R and a + R.

Tips: 1) Get a directly from the power series. So a series with 2™ has a = 0, a series
with (x —¢)"™ has a = ¢ and a series with (z 4+ d)"™ has a = —d since (z +d) = (x — (—d)).
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ii) Use the ratio test or (less likely) root test to find R. Note that nh_}rgo| =
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converges if [t —a|L <1l or |t —a|] <1/L = R or if z — a is in between —R and R or if
x is between a — R and a + R.

iii) Check for convergence at the endpoints z = a — R and at = a+ R. You can not
check the endpoints using the ratio or root test: another series test must be used.

iv) Using ii) and iii) gives R and the interval on convergence where x is between a — R
and a + R. Usually 0 < R < oo and the interval has one of the 4 forms from the Power
Series Theorem iii).

v) If the power series is an alternating series, then |(—1)"| = 1 so the (—1)" term
drops out when you use the ratio or root test.
F21*%*) Given a power series »  ¢,(bx — d)", find the interval of convergence. See
n=j

FO7 10, SO8 12, FO8 6.

Tips: i) Could rewrite the series using (bx — d)" = [b(x — d/b)]" = 0" (z — d/b)™. So
a=d/b.
an+1| ~ lim |cn+1(bx —d)"t!
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c+1 | = |bx —d|L. So by the ratio test, the series converges if |bz — d|L < 1
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ii) Use the ratio test or root test directly. Note that lim |
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or |bl|lx —d/b] < 1/L or if |x — d/b| < oL or if z — d/b is in between
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or if x is between — — —— dg_|_—

b 0L and - A Also check convergence at the endpoints

Note: If the interval of convergence I = (a — R,a+ R) = (L, U), then R is half of the



interval width: R = (U — L)/2.
Evaluation Theorem (term by term differentiation and term by term integration):
Suppose the power series f(z) = Y co(x —a)" = o+ c1(x — a) + co(x — a)® + - - -

n=0
+ cx(x — a)F + - - - has radius of convergence R. For z in (a — R,a + R),

= Z nen(z —a)"
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where both series 1) and ii) have radius of convergence R.
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Notes: i) The original series and series i) and ii) all converge for x in (a — R,a + R)
but convergence may differ at the endpoints x =a — R and x = a + R.
ii) An indefinite 1ntegral If ( )doz = F(z)+ C where C' is an arbitrary constant. So
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A function f(x) has a power series representation f(z) = Y _ c,(z—a)" for [x—a| < R
n=j
if the left hand side equals the right hand side for x € (e — R,a + R). Thus the power
series converges and is equal to f(z).
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n=0

The lower limit n = 5 is crucial. For example T— = Z x"
n=1

So j =1 and 5 = 0 give different functions.
Let f(™(z) be the nth derivative of f(z) and let £ (a) be the nth derivative evaluated

at a. Let fO(z) = f(z) and f©(a) = f(a). Recall that f™(z) = %f("_l)(a:). Also
f'a) = fO(x) and f"(z) = fO(x).

So f"(z) = %f’(z), fO(x) = %f”(z), fD(z) = %f(g)(a:), et cetera.



o0

If f(x ; (x —a) for|:v—a|<R,thenf(a:):nz:% oy (x —a)" =
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f(a)+f1(,)(x—a)+f2—(,)(x—a)2+f37,(a)(x—a)3+---+fk,(a)(x—a)kJr
is the Taylor series for f at a for [z —a| < R
The special case a = 0 has f(x chz for |x| < R. Then f(x Z
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is the Maclaurin series for f for |zr| < R

flz) = / '(a) (x — a)" for |x —a] < R is also a Taylor series for f at a and
—  nl

o f£(n)(Q
flx)=>" fi‘()x" for |z| < R is also a Maclaurin series for f.
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Memorize the following Maclaurin series:
1 [e.e]
i) f(x) = .= oat=l+az+2*+2°+--- for R=1
- n=0
ii)f(z)—em—izn—1—|—:E—|—$2—|-I3—|— for R = oo
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iv) f(x) zcosxznz:%(—l) o) =1- o —I—Z—a—l—--- for R = oc.
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v) f(x) :tan_lng(_l)n;z—l—l :x—%—l—%—%—l—--- for R=1.
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Let the power series S =Y ¢ (z — a)". Let the nth partial sum S, = > ¢;(z — a)’.
n=j i=j

(n)
A) If the Taylor series of f at ais S = Z / ( )(:B—a)", then |S — S, | = |R.(z)| =
n=j
|f((::i)(z) (r — a)"™!| where z is between x and a (either r<z<aora<z<uz).

B) If the series is an alternating series S = -2 ;(—1)"b, where 0 < b, 11 < b, and
lim,, o by, = 0, then |S—S,,| < b,11 by the Alternating Series Estimation Theorem.

F22%**) Let f(x) = kaPg(h(x)) where usually g(x) = e” or g(x) = 1. a) Evaluate
f(x) or [ f(x)dx as an infinite series giving the 1st few terms. b) Evaluate S = [0 f(z)dx
correct to within an error 0.001 by using A) or B) above. F07 9, SO8 11, F08 8.



Tips: 1) Usually ¢g(z) is a Maclaurin series g(x Z cpx™ and then

n=0
f(z) = 2Pg(x ch
i) If g(z chzv for |z| < R, then f(z) = = culh(z)]" for |h(z)] < R.
n=0 n=0
iii) Oft ()—L—i"fr||<1Thnﬂ—k‘z‘”(h(z))—
iii en g(x —1_$—n:0$ or |z . The T h@) g =
s 1 1
kx? Y " [h(z)]" for |h(z)] < 1. Note that = has h(z) = —G(x).

1+ G(x) 1 —[-G(x)]

iv) To write [ f(z)dz as a series, use Evaluation Theorem b).

F23***) Find the Maclaurin series or Taylor series of f at a (of f centered at a) if
f(z) = kxPg(h(x)). See FO7 8, SO8 9, FO8 8.

F24%*) From 1st principles, find the Taylor series of f at a to find the degree d
Taylor polynomial Ty(x) of f(x) about a. Recall that the Taylor series of f at a is

> £ (a) . ' 4 ) (a) .
flx)=> ‘ (z—a)™ and the degree d Taylor polynomial Ty(z) = ' (x—a)

See FO8 7.

Tip. Make a table with headers n f™(2) f(a) where a = 0 for a Maclaurin
series. Recall that f(°)(z) = f(x). Fill in the table for n = 0, 1,2,3, and 4. Try to find a
pattern and plug into the formula in F23).



