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Sankhyā, A, 30, 147-156.

149. Pfanzagl, J. (1993), “ Sequences of Optimal Unbiased Estimators Need
Not be Asymptotically Optimal,” Scandinavian Journal of Statistics,
20, 73-76.

150. Poor, H.V. (1994), An Introduction to Signal Detection and Estimation,
2nd ed., Springer-Verlag, NY.

151. Portnoy, S. (1977), “Asymptotic Efficiency of Minimum Variance Un-
biased Estimators,” The Annals of Statistics, 5, 522-529.



BIBLIOGRAPHY 375

152. Pourahmadi, M. (1995), “Ratio of Successive Probabilities, Moments
and Convergence of (Negative) Binomial to Poisson Distribution,” Un-
published Manuscript.

153. Pratt, J.W. (1959), “On a General Concept of ‘in Probability’,” The
Annals of Mathematical Statistics, 30, 549-558.

154. Pratt, J.W. (1968), “A Normal Approximation for Binomial, F, Beta,
and Other Common, Related Tail Probabilities, II,” Journal of the
American Statistical Association, 63, 1457-1483.

155. Press, S.J. (2005), Applied Multivariate Analysis: Using Bayesian and
Frequentist Methods of Inference, 2nd ed., Dover, NY.

156. Rahman, M.S., and Gupta, R.P. (1993), “Family of Transformed Chi-
Square Distributions,” Communications in Statistics: Theory and Meth-
ods, 22, 135-146.

157. Rao, C.R. (1965), Linear Statistical Inference and Its Applications,
John Wiley and Sons, NY.

158. Resnick, S. (1999), A Probability Path, Birkhäuser, Boston.
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