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1. Introduction. We consider the system of Volterra equation
t
(1) ot)=alt)~ [ Dit.s)gs,x(s)) ds
wherea: R— R", D: Rx R— R" "™ and g: R x R" — R" are all continuous,
(2)  alt+T)=a(t), DE+T,s+T)=D(s) and g(t+T,z)=g(t ),
where T' > 0 is constant, and
(3) Ds(t, s) is continuous and symmetric, D, is continuous.

The object of this paper is to establish conditions which ensure that (1) has a T-periodic
solution. These will involve convergence and sign conditions on D and g.

To this end, we first note that by (3) there is a continuous orthogonal matrix P(t,s)
such that

A(t,s) := P*(t,s)Ds(t,s)P(t,s), (xis transpose ),

is a diagonal matrix. Let A(t, s) = diag. (9;(¢,s)), and let

Q(t,s) = diag.( (6,(t, s))+) P*(t,s)

where

(0)+ = max(,0).
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We suppose that there are constants @ > 1, 0 < k < K, M > 0 such that 0 < A < 1

implies that

(4) 297 (t, x)(Aa(t) — ) < M — K|g(t,2)|*,
and either
(5a) a =2 and /_ 1Q(t,s)|*(t — s +T)(t — s)ds < k,

where Q| = sup{|Qa] : || = 1},

(5b) a > 2 and /t 1Q(t, 8)|*(t — s+ T)(t — s)ds < o0,
(5¢) 1 < a < 2 and diag ((§;(t,s))+ ) = 0.

Moreover, suppose that

(6) / (ID(t, s)| + |Ds(t, $)I(t — 5)* + [Dse(t, s)|(t — )*) ds

— 00

is continuous,

(7) lim (¢t —s)D(t,s) =0 for fixed ,

and there is a B > 0 such that for a > 1, é + % =1,and t € [0,T) we have
00 t—jT 8 1/8

(8) Z(/ |D(t,s)| ds) <B.
j=0 \t=(+1)T

This condition can be weakened, as we show following our main result.
These are the conditions we will need to ensure that (1) has a T-periodic solution and

we now consider some of the literature on this problem.

REMARK. Conditions (4) and (5) can be reversed. Briefly, in the scalar case one

can ask that 2g(t,z)(Aa(t) —x) > K|g(t,x)|* — MandDs(t,s) > 0. The basic inequalities
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we need are in (17) and they follow from these. Thus, we present what may be called the

stable case, but the unstable case is symmetric.

Equation (1) in the scalar case has been studied intensively when (3) is strengthened
to include D(t,s) > 0, Dg(t,s) > 0, and Dg(t,s) < 0, and when the lower limit on the
integral is zero. Substantial bibliography can be found in Gripenberg-Londen-Staffans [2].

In particular, on p. 631 of that book it is shown that

(9) z(t) = a(t) — /0 C(t— s)h(x(s))ds

has an asymptotically periodic solution when A is strictly monotone increasing, and when

1

(L) C(t) >0, C'(t)<0, C (t)>0,
among other conditions. Now (L), or more generally

(LL) D(t,s) >0, Ds(t,s) >0, Dg(t,s) <0
have received much attention for both (9) and

(10) x’(t):—/o C(t — s)h(w(s))ds, 1= djdt,

where zh(z) > 0 if  # 0 and & is continuous.

An overview of (L) and (10) is found in Mac Camy and Wong [8; p.2]. In particular, it
is known from transform theory that if (L) holds, then C is a positive kernel; thus, if we
multiply (10) by h(x) and integrate from 0 to ¢, then for ¢ > 0 and H(z) = [; h(s) ds we

have

or

(12) H(x(t)) < H(x(0)),



a stability result. Following a suggestion of Volterra, Levin [6] constructed a Liapunov
function for (10) (and later for the nonconvolution case [7]) improving (12) and showing

that
(13) (L) implies asymptotic stability for (10).

See also Lakshmikantham and Leela [5; pp. 327-340]. Halanay [3] noted that the right-side
of (11) was actually negative definite in a certain sense (as corrected by Mac Camy and
Wong [8]) so that (11) itself would yield asymptotic stability. As there are positive kernels
not satisfying (L) this improved Levin’s work for the convolution case; but it had a far
more important feature: no one knew how to extend Levin’s Liapunov functional to (9),
but Halanay’s idea worked for (9) also.

The book by Gripenberg-Londen-Staffans traces much of the work with positive kernels
and, in the nonconvolution case, fairly close variants of (LL) are still required for stability
results.

Equation (1) was also studied in the scalar case in [1]. There, it was assumed that
Ds(t,s) > 0 and Dg(t,s) <0 (as in (5c)). Those conditions make the problem far easier
than the one considered here. In particular, Dy > 0 makes a certain Liapunov function
(defined in (16)) positive definite and bounded along a solution. When we drop those

conditions here, entirely different analysis is required.

2. Periodic solutions. We will be defining a homotopy for (1) and a Liapunov
function. The condition (6) is needed to ensure the existence and differentiability of that
Liapunov function. Moreover, if we denote the integrand of (6) by d(¢, s), then a result of

Hino and Murakami [4] shows that (6) is equivalent to

t
(14) / d(t +7,s)ds — 0 uniformly for t € R as T — o0.

— 00

and this will be needed to establish regularity of the homotopy.

THEOREM 1. If (2) — (8) hold, then (1) has a T-periodic solution.
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Proof. Define an equation

(1) £(t) = Aa(t) - / D(t, $)g(s, x(s)) ds

and for (Pr, | -||) the Banach space of continuous T-periodic functions with the supremum

norm, define a mapping H on Pr by ¢ € Pr implies that

(15) (Hp)(t) = alt) - / D(t, $)g(s, x(s)) ds.

A simple calculation shows that H : Pr — Pp. Our theorem will be established when we
shown that H has a fixed point. And that will follow from a result of Schaefer [9] which

we now state.

Theorem (Schaefer). Let (P,| -||) be a normed space, H a continuous mapping of P
imto P which maps bounded sets into compact sets. Then either
(i) the equation p = AHy has a solution for A =1, or

(ii) the set of all such solutions @, for 0 < A < 1, is unbounded.
We establish the conditions of Schaefer’s Theorem by means of three lemmas.

Lemma 1. If H is defined by (15), then H : Pr — Pr and H maps bounded sets into

compact sets.

Proof. A change of variable shows that if ¢ € Pp then (Hp)(t +T) = (Hyp)(t). Let
J > 0 be given, ¢ € Pr, and ||¢|| < J. Then there is a Y > 0 with sup{|g(t,z)| : t €
R,|z| < J} =Y. Now (14) contains

t
(14a) / |D(t + 7, s)| ds — 0 uniformly for t € R as 7 — oc.

— 00

From this, for each € > 0 there is a 7 > 0 such that

t
/ |D(t +7,s)|ds < e/5Y for all t € R.

— 00

Since a and D are uniformly continuous on R and U = {(¢,s)|t —27 < s < t}, respectively,

for the € > 0 there is a 7 with 0 < §; < 7 and
(14b) |a(t1) — a(t2)| < 5/5 if |t1 — t2| <&
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and

(146) |D(t1, ) (tg, )| < 5/5TY if (tl, ) (tQ,S) € U and |t1 —t2| < d7.

Let B =sup{|D(t,s)| :t —7T <s <t} and let 6 = min(d1,e/57 E). From (14a) —

w € Pp with ||¢|| < J,and if 0 <t; <ty < T with |t; — t2] < J, then we have

[(He)(t1) — (He)(t2)] < |a(ty) — altz)]

'/ D(t1,5) — Dltz,5))g(s, (s)) ds

\/‘Dm, o(s,0(s)) ds

<5+Y/_OO|D(t1, s) — Di(ts, )|ds+Y/2| (s, 5)| ds

t1

e t1—7T t1—T
<5+Y/ |ahnw+Y/ D(ta, )| ds
t1 e
+Y/ D(t1,5) — D(ts, )| ds+ < &
t—T b

showing the equicontinuity of

{Ho:pe Pr, ||| <J}.

Lemma 2. If H is defined by (15), then H is continuous.

(140)7

if

Proof. Let ¢1, 2 € Pr so that ||p;]| < J for some J > 0. By the uniform continuity of

g, for t € R and |z| < J, and by (2) and (6) we can make

(Hon)(t) — (Hea)(t ‘ y/ D(t.5)|a(5.1(5) — g5, ()| s

as small as we please by making [|¢1 — ¢2| small.

Lemma 3. There is a K > 0 such that if 0 < A < 1, if & € Pr, and if x solves (1),

then ||z| < K.

Proof. For all such z, the function

(16) V(t () = A2 /_too (/t g*(v,x(v))dv) D.(t, s) /:g(v,x(v))dv ds
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is well-defined because of (6). Also, by (6) we can differentiate V' and obtain

V'(t,z() = N2 /_too (/: g (v, z(v)) dv) Dg(t,s) /: g(v,z(v))dvds
+ 220" (1, 3(t) /_too D.(t, s) /: g(v, 3(v)) dv ds.

If we integrate the last term by parts and take into account (7) we have

2A2g*(t,x(t))({p(t, ) /:g (v, 2(v) dv]t_oo +/_too D(, s)g(s,x(s))ds)

= 2\g™(t, z(t / D(t,s)g(s,x(s))ds = 2Xg™(t,z(t))[Na(t) — z(t)].

If (5a) holds, then

/_too (/t 7 (v, 3(0)) dv) Dai(t, s) /: g(v, 3(v)) dv ds
<[ too ( / g (0,a(v) dv) @ (t)Q(s) [ g0, 2(0) d ds
-/ ; . [ g0, 2(0)) dof? ds < / ; Q5P ( / 9o, 2(w)) dv)2 s,

</ ; Qo | o, dods
o e

T
<X / 90,2 (v))? dv

so that

V/(t,2() < (M — Klg(t, z)? + / 90, 2(0))]2 dv)A.

Since x € Py so is V and we have
T
0= V(Ta() = V0,2()) < T~ K [ lglt,a(o) at
0

T
+ k/o lg(t, z(t))|* dt) A

T
(17a) /0 lg(t,z(t)|* ds < MT/(K — k).
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If (5¢) holds, then we have
VI(t, () < (M = Klg(t, =(t))|*)A,
and so
T
(17¢) / lg(t,z(t))|*dt < MT/K.
0

If (5b) holds, then for 1 + % = 1 and some k > 0 we have

/_too Q(t,5)F (/t (v, z(v))] dv)2 ds
/t Q)" 2/B(/tlgsw Dl dv)Q/ads
<[ e Q/B(t ;+T)2/ (/ 9(0,2(w)]° dU)Q/ads
(/TQ/)(/ l9(v,2(v) |dv)
o that

wuwm>§(M—Kwaxon-+(/%W)(/ 9(0, 2(0))]° m)MjA

and
T
0= V(T() - VO.0() < (0T~ & [ lgle,a)]"

+kTa D (/OT (v, z(v))|* dv) o ))\

K /OT g(t, z(t))|* dt — kT—a—D (/OT g, 2 ()] dt) . < MT.

But a > 2 implies that there is a G > 0 with

SO

T
(17b) /0 lg(t, z()]* dt < G.
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Hence, there is an M > 0 so that in every case (a, b, ¢) we have
T ~
a7) | late st de < o
0
Thus, from (1) we see that
t
|z(8)] < [a(t)] +/ [D(t, )| lg(s, x(s))| ds

< Ja(t |+Z/ D(t, )| lg(s, 2(s))] ds
—0 t

(J+1)T

<t +>( (f RECRIS " (1ot atonr as) .
j=0 N+

< llall + (M)"*B =: K

by (8). This completes the proof of Lemma 3 and proves the theorem.

Remark. Condition (8) can be reduced to

00 t1—j§T 1/
(5" Z( / D12, ) —D<t1,3>|ﬁds) <B

1—(+D)T
for 0 < t; <ty < T if we strengthen (4) to
(4%)

—2g*(t,x)[x — Aa(t)] < M — K|g(t,z)|* and |g(t,x)] — oo as |x| — oo uniformly in ¢.
Proof. From (17) there is a ¢; € [0,T] with
(18) l9(t1, x(t1))|* < M/T
and so by (4*) there is an M > 0 with
(19) lz(t1)] < M.
Let to € [0,T] with

(20) |z(t2)] = [|=|
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and, to be definite, let t; < to. Then there is an L > 0 with |a(t2) — a(t1)| < L and so for

a and (3 defined with (8) we have

t1

|z(t2) — 2(t1)] < L+/ |D(t1,5) = D(ta, s)| [g(s, 2(s))| ds

— 00

+/2 |D(t2, s)||g(s,z(s))| ds

t1

o t1—3T
<pad [T D) - Dl sl o)) ds
§j=0 tLh—G+1)T

+(/ IDlta, )1 ds) " (/ o(s.a (o) ds ) .

00 t1—3T /B
< L+Z(/ |D(ts, s) —D(t1,3)|ﬁds) N /e
=0 Wti—(G+1T

+TY8 sup |D(t,s)|MY* < B
0<s<T
0<t<T

for some B by (8*). This, (19), and (20) yield
(21) lz|| <M+ B =K,

which establish the theorem under the revised conditions.

3. Discussion and examples. It is important to understand that in the scalar case

(5¢) implies
(5¢") Dy (t,s) <0

which, together with (6), implies a variant of (L).

Proposition 1. If (1) is scalar and if (5¢*) and (6) hold, then Ds(t,s) > 0 and D(¢t,s) >
0.

Proof. By way of contradiction, suppose there is a (to,s0) with sg < t9 and dy :=
Ds(to, so) < 0. Since Dy is continuous, there is a 6 > 0 with Dg(to, s) < do/2 if |s—sg| < §.
For —dpd > 0 there is a 7 > 1 such that fi;oT(t — 8)%|Ds(t, s)|ds < dod for all t € R.

Thus, we have

so+0
I::/ (so+ 06+ 7T —5)*|Ds(s0+ 0+ T,s)|ds < —dod.

— 00
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On the other hand, we obtain
so+9
12/‘ (50 4+ 0+ T — $)2|Da(so + 6 + T, )| ds
so—9
so+0
> —/ (do/2)ds

0—6
= —dys,

a condtradiction. Hence, Dy > 0.

In the same way, if there is a (¢1,s1) with s; < ¢t; and D(t1,s1) < 0, since Dy > 0, we
obtain D(t1,s) < D(t1,s1) for all s < s1, contradicting ffoo |D(t1,s)| ds < oo. This proves
the proposition.

Example 1. Let (1) be scalar, « =2, b+2 > 0, D(t,s) = c(t —s —b)e~*=%) ¢ >0, and
for the K of (4), let 0 < ¢(b+2)3(b+2+ T) < K. Then (5a) holds.
Proof. We have

Dy(t,s) =ce [t —s—b—1]

and

Dy (t,s) = ce I b+2— (t —s)]

SO

Dg(t,s) >0ift —s<b+2ort—b—2<s.

Thus, the integral in (5a) is

/‘(Dﬂa@pu—sxg+Tym

— 00

§/t ce b +2— (t—s)|(t—s)(t—s+T)ds
t—b—2

<ec(b+2)2b+2+T) < K.

Example 2. Let (1) be scalar, « =2, K = 1, D(t,s) = c(a + coss)e" 7%, 0 < a < /2,

2(1 + m)e(v/2 — a) < 1. Then (5a) is satisfied.
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Proof. We have

Dy(t,s) = ce"*=%)(a + cos s — sin s),

Dg(t,s) = —cla + \/icos(s + %)]e—(t—s).
Then Dy > ¢(v/2 — a)e=#=* and (5a) will hold if

/t c(V2—a)e ") (t — s)(t — s + 2m)ds

= c(vV2 —a) /000 e "u(u+ 2m) du

=c(V2—a)2+27] =2c(1+7) (V2 —a) < 1.

Note. Here, D, Dy, D,; can all change sign infinitely often. Moreover, as a — /2, D
can be unbounded.

Finally, if g is of polynomial growth and if Ds < 0, then (5¢) can be satisfied.
Example 3. If (1) is scalar, g(t,z) = z|z|, and if Dy <0, then a = 2 and 0 < K < 2

will satisfy (5c).

4. Perturbation. As discussed in the introduction, it has long been known that

solutions of

(10) 2 (t) = —/0 C(t—s)h(xz(s))ds

satisfy
z(t) z(0)
(12) / h(s)ds §/ h(s)ds
0 0
when
(L) C(t)>0, C'(t)<0, C"(t)>0.

Levin [6] used a Liapunov functional to show that much more than (12) could be proved,;

in fact, he showed that x(t) and some of its derivatives tend to zero. The Halanay [3] and
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MacCamy and Wong [8] work showed that Levin’s results held under weaker conditions
than (L); but more importantly, they worked for integral equations. While a counterpart
of (12) held for integral equations, no one had extended Levin’s Liapunov functional to
integral equations. A full development of these matters is found in [2].

In the same vein, we now investigate just how robust conditions such as (L), and in
particular (5a, b, c), really are. How much can D and g be perturbed for the conclusion
of Theorem 1 to still hold? In the process we show that the method itself is robust; the
same Liapunov function works on more general problems.

Thus, along with (1) we consider the perturbed equation

t

(22) x(t) = a(t) —/_ D(t,s)g(s,x(s))ds +/ E(t,s)h(s,x(s))ds

with a, D, gasin (1) and (2), E: Rx R — R™™ and h: R x R" — R" are continuous,

and
(23) Et+T,s+T)=E(t,s) and h(s+T,s)=h(s,z).

The matrices P, ), A = diag(d;(¢,s)) are as in the introduction.
We also suppose that there are constants a > 1, 0 < k < K, and M > 0 such that

0 < A < 1 implies either

(24a) 297 (t, x)(Aa(t) —x) < M — Klg(t, z)[*
(240) 297 (t, x)(Aa(t) —x) < M — Klz||g(t, z)]

and that either (5a), (5b), or (5¢) holds. We strengthen (6) to

(25) / (ID(t,2)| + |Ds(t, s)|(t — 5)° + [Dst(t, 5)[(t — 5)* + | E(t, 5)]) ds

— 00

is continuous and ask that when 1 + % =1and 0 <t < T then (8) holds as well as

(26) >(/ b o) ds ) s

j=0 -(+nT
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for some E > 0.

Theorem 2.  Let (2), (3), (7), (8), (23), (24a), (25), and (26) hold, as well as (5a) or

(5b). Let
(27a) |h(t,z)| < min(|z], |g(t,z)|)

and for

(27b) e Sup{/_too E(t,s)|ds : t € R} <1

we suppose that

K > k4 [2eBVT/(1 —¢)].
Then (22) has a T-periodic solution.

Proof. As in the proof of Theorem 1 we define (Pr, || - ||) and then extend H to

t

(Hp)(t) = alt) - / D(t, $)g(s. (s)) ds + / Bt s)h(s, o(s)) ds.

Just as before, H maps Pr into Pr continuously and maps bounded sets into compact

sets. By Schaefer’s theorem we need only find K > 0 such that if € Pp solves

t

— 00

@0 () =Aal0) - /_;D<t,s>g<s,x<s>>ds+ [ Bt o) ds

with 0 < A < 1, then ||z|| < K. Thus, for V defined in (16) and = € Pr a solution of (22y)

we have, just as before,

Vit = [

— 00

t

(/: g* (v, z(v)) dv) Dy (t, s) /:g(v,x(v)) dv ds

+2X2g* (¢, x(t)) /_ D(t,s)g(s,x(s)) ds.

If (5b) holds, then for 3 = a/(a — 1) and some k we have as in the proof of Theorem 1

/_;'C?“v s)I* (/t 9(v, 2(v))] dv)st
< %(/OT g (v, z(v))[* dv)Q/a

14
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SO

t

V/(t,2(-) < 2Xg* (¢, x(t)) {M(t) —e(t) + /_oo
+ AQI%(/OT 9(v, z(v))|* dv) "

<(M — Klg(t, z()]* + 1%( / g @)l dv) "

+ 2e|z g, 2 () )A

E(t,s)h(s,x(s)) ds]

and
0= V(T,a()) - V(0,a())
< (MT _ K/OT gt @) dt + %T(/OT |g(t,x(t))|adt) .
w2l [ T|g<t,x<t>>|dt)A
o " / Clottx(e)e d

1/

< MT + %T(/OT lg(t, ()| dt) . + 2| TP (/OT lg(t, ()| dt)

On the other hand, (8), (22)), and (27b) yield

T 1/
el < llall + ( / gt ()] dt) B+ela

or

(29) ol < (ol + ( | ot 2()" ) I/QB) Ja-o.

This, together with (28) implies that

KI® < MT + kTI? + 2eTY?(||a|| + B)I/(1 — ¢)

-(/ "ot 2l dt)l/a.

15
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Thus, there is a G > 0 with

1/

(30) ( / gtz dt) <a.

Next, if (5a) holds with K > k + (2¢BVT)/(1 —¢), then

[ e ([ ot awnian) as< o) [ ot pa

so that
T
V/(t.2()) < (M — klg(t,2(8)? + (k/T) / gt 2(t))|? dt
L2e]jz]| [g(t, 2 (6))A
and
r 2 T 2
0§(MT—K/O lg(t, x(t))] dt-l—k/o lg(t, z(t))|° dt
T
2z / gt 2(1))] i)
T T
K / gt 2())P dt < MT + k / gt 2(t))|? dt
(31) 0 0

1/2

¥ 2e||x||ﬁ( / gt dt)

From (29) with o = 2 and (31), we obtain
KI? < MT + (2¢||a||VTI/(1 —¢€)) + {k + 2eBVT /(1 — &) }1?

where

T
12 = / lg(t,2(0)? dt.

Thus, we have (30) with a = 2 for some G > 0. Consequently, from (8), (22), (26), and
(27a) we obtain

|z]| < |lal| + (B + E)G = K.

This completes the proof.
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Theorem 3.  In addition to (2), (3), (5¢), (7), (8), (24b), (25), (26), suppose there is

a constant p > 0 such that for some p with max(a — 1, é) < <1 we have
(32a) [h(t,2)| < |2 < |2 < |g(t,2)| < |2 if o] > p

or for some a > (1 ++/5)/2 we have

(320) [h(t,@)|* < |g(t, )| < [2]Y D if 2] > p.

Then (22) has a T-periodic solution.

Proof. It suffices to find K as in the proof of Theorem 2. Let x € Pr solve (22)) with
0 < A <1, and define V as in (16). A calculation yields

V(£ 2() < 202" (¢, 2 (2)) / D(t,)g(s, x(s)) ds

< (M = Kl[z(t)] lg(t, 2(2))| +2>\9*(t,$(t))/ E(t,5) h(s,x(s)) ds)A

—0o0
1/

T
< (M — K|2(®)|lg(t, ()] + 2B]g(t,2(0)) ( [ teatopr dt) A

If (32a) holds and if |z(t)| > p, then we have

1/

T
V’<t,x<->>g<M—K|x<t>|1+“+2ﬁ|x<t>|(/0 |h<t,x<t>>|adt) A

which implies that

T 1/a
Vi(t,2()) < (0T — Kla (O] + 2Ee(t) ( / |h<s,x<s>>|ads) A

for some M > M and all t € R. Thus, we obtain

1/

0< (MT—K/OT 2 (t)| dt+2E/OT |x(t)|dt(/0T(h(s,x(t))|“ ds) A

K/0T|x(t)|1+“ dt gMT+2E/OT |x(t)|dt(/0T|h(t,x(t))|a dt) o

(14+3)/(1+p)

Y

T
< MT + 2ETH (1+1 ( / ()| dt)
0
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since the last exponent is less than 1 we obtain

(33) /OT ()|t dt < G

for some G > 0. From (22)), (32a), and (33) we have

ot <l + ([ |g<t,x<t)|adt) ([ st a) Vo
< Jlall + (/T |x(t)|adt)1/aB (/ |dt)

and this is bounded by some K.
Next, if (32b) holds, and if |z(¢)| > p, then we have

VI(t,2())
1/

T
g<M—K|g<t,x<t>>|a+2E|g<t,x<t>>|( / |h<s,x<s>>|ads) A

which implies that

1/

L L T
Vi(t,2() < (3T - Klg(t, 2(6)|* + 2Elg(t, (1)) ( | s (el ds) A
for some M > M and all t € R. Thus we obtain
T L L T T 1/04
K/O g(t, 2(0)|* dt < TIT + 2E/0 9t 2())] dt(/o It 2())] dt)
o Ay 14+
< MT+ QE(/O gt 2(1))] dt)

T
< MT +2ET" " == (/ lg(t, z(t))]* dt)
0

Q=

1
+o7-

Since the last exponent is less than 1 we obtain

T
(34) / gt 2(t)|* dt < G

for some G > 0. From (22)), (32b), and (34) we have

ol < ol + ( [ gtz o)) dt)l/aB 2 ( a2 )

18
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which can be bounded by some K.

5. Special perturbations. In the last section we considered perturbations Eh
where always |h(t,x)| < |g(t,z)| and, implicitly, g is of polynomial order for large x.
The polynomial order is dictated by the condition in V' whereby we must compare

foT |lx*(t)g(t, z(t))| dt with

/‘; o (/ o)) d”) EE %( / " oo, 2(0))° dv)%‘,

If the former is to dominate, then we need
2% g(t, )] > [g(t,x)|* with @ > 1 so that |z] > |g(t, 2)[* 7"
thus, g must be of polynomial order for large . But if, as in Theorem 3, we ask that

(5¢') Q(t,s) =0,

then that problem vanishes and our basic inequality is
t
(35)  V'(t,2() < (M — Klz(t)[|g(t, z(1))] +2>\9*(t,$(t))/ E(t,z)h(s,x(s)) ds) A.

— 00

It then seems clear that |z(¢)| must dominate |h(¢, z(t))| and that g can be fairly arbitrary,

so long as some variant of
(24b) 297 (t, x)(Aa(t) —x) < M — Klz||g(t, z)]

holds. With this in mind, we begin with an example and then state a theorem. These

show that as long as (5¢’) holds, |h(t,z)| < |z|, and (24b) is satisfied, and

1/

/OT |z*(t)g(t, 2(t))| dt can dominate /OT lg(t, z(t))] dt(/OT |2(t)]° dt)

for some «, then h can dominate g or g can grow exponentially.
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For a given a > 1, let p(a) and ¢(«) be numbers satisfying

(36) i( / e s)|ads) " <o)

§=0 (J‘H)T

and
00 t—3T 1/a

(37) Z( [ pwsr ds) < gla)
j=0 \t=(G+1)T

if they exist.
Example 4. Let (2), (5¢), (7), (23), (24b), and (25) hold with g(t, z) = ba'/34cx+dz3.

(i) Ifd > 0 and K > 2p(4/3)T/4, or
(ii) if d = 0 and ¢ > 0 with K > 2p(2)T"/2, or
(iii) if d = ¢ = 0 and b > 0 with K > 2p(4)T3/* and if (36) holds for o = 4/3, 2, 4, and
(37) holds for a = 12/11, 4/3, 4, 6/5, and 2 then (22) has a T-periodic solution.

Proof. When ai + ﬁi = 1 and «; > 1, then a calculation from (35) yields (here, V is

defined in (16) again)
V! < M=K[ba*? + ca® + da*] + M

T 1/61
2l [ p(an) ( / WI)
0

T 1/52
+2|c||x|p<a2>(/ |x|ﬁ2)
0
T 1/83
L2|d |x3|p<a3>( / |as|ﬁ3) |
0

with a; =4, as =2, and a3 = 4/3. Thus,

T T T
Kb/ x4/3()dt+Kc/ ()dt+Kd/ 2*(t)dt < MT
0 0

1/4 , T 3/4
2| T3 oq( |4/3dt) (/ |x(t)|4/3dt)
0

+ 20| TY%p(az) z?

+ 2|d| T *p(as)

ﬁh
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If (i) holds, then there is an L; > 0 with fo t)dt < L; so by (22) we have
()] < llall + p(4/3)L;"* + |blg(12/11) L}/ + |elg(4/3) L} + |dlq(4) L7/
If (ii) holds, then there is an L;; > 0 with fo t)dt < L;; and
()] < flall + p(2)Li/? + [blg(6/5)L;/° + |cla(2) Li/*.
If (iii) holds, then there is an L;; > 0 with f (t)|*/3 dt < Ly; and
()] < llall + p(4) L + [bla(4/3) L

Let {a,} be a sequence of non-negative constants and suppose that some a,, # 0 and

that

(38) glt,z) = anz®
n=0

converges for all z; thus, the series converges uniformly and absolutely on any interval

[~ L, L]

Theorem 4.  Let (2), (5¢°), (7), (23), (24b), (25), and (38) hold. Suppose that there is

an € > 0 such that 0 < K <2 and -+ 2—+2 =1 imply K +¢ > 2p(an)Tﬁ, then (22)

has a T-periodic solution.

Proof. We have zg(t,z) = . ap,z?"™? and
n=0

o0 o0 t
V<K ana®™ P+ M 42 apla| ! / |E(t, s)| |z(s)| ds.

n=0 n=0 -

For any fixed x € Pr we can multiply term by term and get

%) o T ﬁ
V' < -K Z anx® 2 4 M+ 2 Z anp(ozn)|33|2n+1 (/ |33|2"+2)
0

n=1 n=0

since p(av,) is bounded and the integral is bounded by the supremum norm of . By the

uniform convergence we can obtain

KZ an/ t)|>"+2dt < MT
L T
+22anTmp(an)/ lz(t)[*" T2 dt
n=0 0
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1
or, since K — 2a,p(ay,)T 22 > ¢, we have
(39) 5/ ()t 2(t) |dt—52an/ (1)20+2 4t < MT.
0
Now some a,, # 0, say a4, SO

(40) ‘/_too E(t, s)h(s,z(s)) ds| < p(ad) (/OT |93(t)|2d+2) 1/(2d+2)-

Using (22, ), integrating by parts, and the Schwarz inequality we have

t

(x(t) — Xa(t) — )\/ E(t,s)h(s,z(s)) ds)*> < D(t, )V (t,z(-)).

— 00

But there is an A > 0 such that |z| < 1 implies |g(¢,z)| < A and so

/ o {t_;m/o o2} s

< / Dy(t,s)(t — s+ T)2(2/T2){T2A2 + [/T \z(t)g(t, z(t))] dt]Q}ds
oo 0
Hence, V is bounded, the right-hand-side of (40) is bounded, and so there is an L > 0 with
(41) ]| < L.
In this theorem it is crucial that some a, # 0. But there are two interesting and
elementary results giving a priori bounds on = € Pr satisfying (22) when D = 0.

Proposition 2.  Suppose that g(t,x) =0, that (23), (25), (26) hold, that |h(t,z)| < |z|,
and that for some n and o with é-i—n%rl = 1 we have p(«) in (36) satisfying p(oz)Tn;Jrl < 1.

Then there exists K such that if x € Pr solves (225 ), then ||z|| < K.

Proof. From (22)) we have

t

2" < Jall || + |$|"/ |E(t, )| [x(s)| ds

. -
< llall J2I" + |a]"p(c) ( / 2(s)|" ! ds)
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SO

n

T ) T 1
[ e ds < a7 ( | o ds)
0 0
) T
+Tn—+1p(oz)/ lz(s)[" ! ds.
0

Hence, there is an L > 0 with fo |z(s)|"*! ds < L. The result now follows from (22)).

Proposition 3.  Suppose that q(2) exists in (37). Consider (22y) with g(t,x) = x and
let Q(t,s) = 0. If the conditions of Proposition 2 also hold for n = 1, then there is a K >0

such that if x € Pr solves (22y) then ||z|| < K.

Proof. We define V' as in (16) and find
V'(t,z(-)) < 2X\z*( / D(t,s)x(s) ds

— 2" (0) Na(t) — (0 + / Bt )0, o(5) s

— 00

and for each K € (0,1) there is an M > 0 with

t

V/(t,a() < {—m*x e

— 00

E(t,s)h(s,x(s)) ds] A

Thus,
T
K/ (B)[2dt < MT + 27Y/2p(2 )/ ()2 dt
0

and since T'/2p(2) < 1, while K can be made arbitrarily near 2, it follows that there is an

L > 0 with fo lz(t)|? dt < L. As p(2) and ¢(2) exist, the bound on ||z|| follows from (22)).

6. Convergence of solutions. When (2), (3), (4), (5c), (6), (7), and (8) hold then
(1) has a T-periodic solution. When (5c) is weakened so that D is no longer a positive
kernel, then Theorem 1 still yields periodic solutions. Sections 4 and 5 present additional
perturbations of D and g which continue to yield periodic solutions. Thus, we see that
positive kernels are very robust. We now point out that if g is monotone in a certain

manner, then bounded solutions converge in a certain sense.
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Suppose that g(t,z)—g(t,y) = H(t,z,y)(x—y) defines a continuous, symmetric, positive

semi-definite matrix H.

Theorem 5.  Let (3), (6), (7) hold and suppose that Ds; is negative semi-definite, while
Dy is positive semi-definite. Suppose also that x1(t) and x2(t) are solutions of (1) which

are bounded. Then for each a > 0 there is a B > 0 such that a < t implies that

/ [21(s) — 23(5)] [9(s, 21 (5)) — g(s,%2(s))] ds < B.

In particular, if there is an S > 0 with S < |H(t,z,y)|, then f; |z1(s) — x2(s)|ds < B for

some B and all t > a.

Proof. If z =21 — x2, then z satisfies

2(t) = —/_ D(t,s)H(s,x1(s),z2(s))z(s)ds.

t t t
V(t) :/ (/ z*(v)H(v,xl(v),xQ(v))dv) Ds(t, 3)/ H(v,z1(v),z2(v))z(v) dv ds
is defined. A calculation, as with (16) in the proof of Theorem 1, yields

V/(t) < =22"()H(t, 21 (t), 22(t))2(t)

from which the conclusion follows.
Clearly, if the conditions of Theorem 5 are met, then (1) has at most one periodic

solution.
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