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#### Abstract

We study a system $(D) x^{\prime}=F\left(t, x_{t}\right)$ of functional differential equations, together with a scalar equation $(S) x^{\prime}=-a(t) f(x)+b(t) g(x(t-h))$ as well as perturbed forms. A Liapunov functional is constructed which has a derivative of a nature that has been widely discussed in the literature. On the basis of this example we prove results for $(D)$ on asymptotic stability and equi-boundedness.


[^0]1. Introduction. In this paper we discuss asymptotic stability and boundedness of solutions of a system of functional differential equations

$$
x^{\prime}=F\left(t, x_{t}\right)
$$

by means of Liapunov functionals. The conditions are motivated by a specific Liapunov functional for the scalar equation

$$
x^{\prime}=-a(t) f(x)+b(t) g(x(t-h))+p(t)
$$

That Liapunov functional has the basic form of one which was studied by Krasovskii [17; pp. 143-160] and which has been studied intensively up to the present time. It is that functional which we focus on here.

But there is another form for the derivative of a Liapunov functional,

$$
V^{\prime} \leq-\delta\left|F\left(t, x_{t}\right)\right|+M
$$

which has been studied since the 1960's, with several recent contributions. We show that our Liapunov functional also satisfies that type of condition.

Thus, we obtain new results for the scalar equation, extend the Krasovskii theorem, and provide a strong example of current interest.
2. Asymptotic stability. We begin with the scalar equation

$$
\begin{equation*}
x^{\prime}(t)=-a(t) f(x(t))+b(t) g(x(t-h)) \tag{1}
\end{equation*}
$$

in which it is assumed that all functions are continuous, that $h>0$, and that there are positive constants $\alpha$ and $\beta$ with

$$
\begin{gather*}
x f(x)>0, \quad|f(x)| \geq|g(x)| \text { for } 0<|x| \leq \beta,  \tag{2}\\
-a(t)+|b(t+h)| \leq-\alpha a(t), \quad a(t) \geq 0, \tag{3}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} a(t) d t=\infty \tag{4}
\end{equation*}
$$

We now show that these conditions suffice to prove that the zero solution of (1) is asymptotically stable. The reader may consult Yoshizawa [24; pp. 183-213] (or any book on functional differential equations and Liapunov's direct method) for definitions of stability and for properties of Liapunov functionals. Some properties are formalized later.

As a motivation for the conditions of our first result we define a standard Liapunov functional for (1) and arrive at a nonstandard conclusion. The reader may be interested in noting that nothing is said about boundedness of $a(t)$ or $b(t)$; we believe this is entirely new for the general form of (1).

For a solution $x(t)$ of (1) we define

$$
\begin{equation*}
V\left(t, x_{t}\right)=|x(t)|+\int_{t-h}^{t}|b(s+h)||g(x(s))| d s \tag{5}
\end{equation*}
$$

so that if we write $V(t)=V\left(t, x_{t}\right)$ we have

$$
\begin{aligned}
V^{\prime}(t) & \leq-a(t)|f(x)|+|b(t) g(x(t-h))| \\
& +|b(t+h) g(x)|-|b(t) g(x(t-h))| \\
& \leq[-a(t)+|b(t+h)|]|f(x)|
\end{aligned}
$$

or by (3)

$$
\begin{equation*}
V^{\prime}(t) \leq-\alpha a(t)|f(x)| \leq-\alpha a(t)|g(x)| . \tag{6}
\end{equation*}
$$

Now from (2) and (3) we have

$$
|b(t+h) g(x)| \leq|b(t+h) f(x)| \leq(1-\alpha) a(t)|f(x)|
$$

so that from (5) we obtain

$$
\begin{equation*}
|x(t)| \leq V\left(t, x_{t}\right) \leq|x(t)|+(1-\alpha) \int_{t-h}^{t} a(s)|f(x(s))| d s \tag{7}
\end{equation*}
$$

It is well-known (cf. Krasovskii [17; p. 144]) that (6) and (7) imply that the zero solution of (1) is stable.

But the simplicity of these relations immediately implies that all solutions tend to zero. Indeed, from (6) we have

$$
0 \leq V(t) \leq V\left(t_{0}\right)-\alpha \int_{t_{0}}^{t} a(s)|f(x(s))| d s
$$

so that the integral converges; hence, in (7) we see that $\int_{t-h}^{t} a(s)|f(x(s))| d s \rightarrow 0$ as $t \rightarrow \infty$. But by (4) we apply (2) and conclude that there is a sequence $\left\{t_{n}\right\} \rightarrow \infty$ such that $x\left(t_{n}\right) \rightarrow 0$. Thus, $V\left(t_{n}\right) \rightarrow 0$; but $V^{\prime}(t) \leq 0$ so for $t \geq t_{n}$ we have

$$
|x(t)| \leq V(t) \leq V\left(t_{n}\right) \rightarrow 0
$$

as required.
This will motivate our first theorem and it is these sorts of relations on which this paper focuses. However, in recent years there has been renewed interest in relations on Liapunov functionals which are very different from those in (6) and (7). It is very simple at this point to illustrate such a relation using (1) - (4).

The idea begins with a system

$$
\begin{equation*}
x^{\prime}=h(x) \tag{0}
\end{equation*}
$$

and a Liapunov function $V(x)$. If $x(t)$ is a solution of $(0)$, then

$$
\begin{aligned}
V_{(0)}^{\prime}(x(t))= & \operatorname{grad} V \cdot h= \\
& |\operatorname{grad} V||h| \cos \theta,
\end{aligned}
$$

If $V$ is carefully chosen, we may find $\delta>0$ with

$$
V_{(0)}^{\prime}(x(t)) \leq-\delta\left|x^{\prime}\right| .
$$

Thus, $V$ is bounded by the arc length of a solution. Generalizations of this idea were discussed by Becker-Burton-Zhang [1], Burton [2-5], Burton-Casal-Somolinos [8], Haddock
[13], Erhart [12] some time ago. Recently, Burton-Hering [10], Burton-Makay[11], Makay [18], Kobayashi [16], and Tsuruta [19] have resumed the investigation. Thus, it seems worth while to state a strong example of that sort since it can be done with economy in view of (5) and (6).

Let (2), (3), and (4) hold and perturb (1) to

$$
\begin{equation*}
x^{\prime}=-a(t) f(x)+b(t) g(x(t-h))+p(t) \tag{1*}
\end{equation*}
$$

where $p$ is continuous, $|p(t)| \leq M$ for some $M>0$. Let $k>1$ and define

$$
\begin{equation*}
V\left(t, x_{t}\right)=|x(t)|+k \int_{t-h}^{t}|b(s+h)||g(x(s))| d s \tag{5*}
\end{equation*}
$$

so that if $x(t)$ is a solution of $\left(1^{*}\right)$ and if we write $V(t)=V\left(t, x_{t}\right)$ then we have

$$
V^{\prime}(t) \leq[-a(t)+k|b(t+h)|]|f(x)|-(k-1)|b(t)||g(x(t-h))|+|p(t)| .
$$

By (3), there is a $k>1, d>0$, and $r>0$ with

$$
\begin{equation*}
V^{\prime}(t) \leq-d\left[\left|x^{\prime}(t)\right|+a(t)|f(x(t))|\right]+r M \tag{6*}
\end{equation*}
$$

The aforementioned references give many results on boundedness and stability from relations like $\left(6^{*}\right)$ without asking boundedness of $\left|x^{\prime}(t)\right|$.

Our work here develops (5) and (6); we say no more about (6*). A general theorem will now be formulated.

Let $(C,\|\cdot\|)$ be the Banach space of continuous functions $\varphi:[-h, 0] \rightarrow R^{n}$ with the supremum norm, $h>0$, and for $A>0$ if $x:[-h, A) \rightarrow R^{n}$ is continuous then define $x_{t} \in C$ by $x_{t}(s)=x(t+s)$ for $-h \leq s \leq 0$. If $\delta>0$, then $C_{\delta}$ is the $\delta$-ball in $C$.

Let $F:[0, \infty) \times C_{\beta} \rightarrow R^{n}$ be continuous, take bounded sets into bounded sets, let $F(t, 0)=0$, and let $\beta>0$. Then

$$
\begin{equation*}
x^{\prime}=F\left(t, x_{t}\right) \tag{8}
\end{equation*}
$$

is a system of functional differential equations with finite delay. If $\varphi \in C_{\beta}$ and $t_{0} \geq 0$, then there is a solution $x(t)=x\left(t, t_{0}, \varphi\right)$ of (8) on a maximal interval $\left[t_{0}, \gamma\right)$ with $\gamma=\infty$ or $\limsup |x(t)|=\beta$, and $x_{t_{0}}=\varphi$.
$t \rightarrow \gamma^{-}$
In this paper we employ continuous functions $W_{i}:[0, \infty) \rightarrow[0, \infty)$ which are strictly increasing, satisfy $W_{i}(0)=0$, and are called wedges.

Let $|\|\cdot\||$ denote the $L^{2}$-norm on $C$. Krasovskii [17; p. 155] showed that if there is a continuous function $V:[0, \infty) \times C_{\beta} \rightarrow[0, \infty)$ and wedges $W_{i}$ with

$$
\begin{equation*}
W_{1}(|\varphi(0)|) \leq V(t, \varphi) \leq W_{2}(|\varphi(0)|)+W_{3}(\||\varphi|| |) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{(8)}^{\prime}\left(t, x_{t}\right) \leq-W_{4}(|x(t)|) \tag{10}
\end{equation*}
$$

then $x=0$ is asymptotically stable. In [6] we showed that the conclusion is actually uniform asymptotic stability. Wang [20] showed that $\left\|\|\cdot\| \mid\right.$ could be replaced by any $L^{p}$ norm, while other improvements were made by Burton-Hatvani [9], Burton-Hering [10], Burton-Makay[11], Hatvani [17], Ko [15], Wang [21-23], Zhang [25-26], and others. But it seems that all of these asked that $V(t, \varphi) \leq W(\|\varphi\|)$, at least on a sequence of intervals.

Def. 1. The zero solution of (8) is said to be stable if for each $\varepsilon>0$ and $t_{0} \geq 0$ there exists $\delta>0$ such that $\left[\varphi \in C_{\delta}, t \geq t_{0}\right.$ ] imply that $\left|x\left(t, t_{0}, \varphi\right)\right|<\varepsilon$. It is asymptotically stable if it is stable and if for each $t_{0} \geq 0$ there exists $\eta>0$ such that $\varphi \in C_{\eta}$ implies that $x\left(t, t_{0}, \varphi\right) \rightarrow 0$ as $t \rightarrow \infty$.

Our foregoing work with (1) suggests and motivates the following result.
Theorem 1. Let $V, H:[0, \infty) \times C_{\beta} \rightarrow[0, \infty)$ be continuous, $H(t, 0)=0$, and $W_{i}$ be wedges with
(i) $W_{1}(|\varphi(0)|) \leq V(t, \varphi) \leq W_{2}(|\varphi(0)|)+W_{3}\left(\int_{t-h}^{t} H(s, \varphi) d s\right)$,
(ii) $V_{(8)}^{\prime}\left(t, x_{t}\right) \leq-W_{4}\left(H\left(t, x_{t}\right)\right)$,
(iii) $W_{4}$ is convex downward,
(iv) if $\varepsilon>0$ and $x:\left[t_{0}, \infty\right) \rightarrow R^{n}, \varepsilon \leq|x(t)| \leq \beta$, then $\int_{t_{0}}^{\infty} W_{4}\left(H\left(s, x_{s}\right)\right) d s=\infty$.

Under these conditions the zero solution of (8) is asymptotically stable.
Proof. Conditions (i) and (ii) are well-known to imply stability. Let $x(t)$ be a solution of (8) on $\left[t_{0}, \infty\right)$ with $|x(t)|<\beta$. From (ii) we have for $V(t)=V\left(t, x_{t}\right)$ that $0 \leq V(t) \leq$ $V\left(t_{0}\right)-\int_{t_{0}}^{t} W_{4}\left(H\left(s, x_{s}\right)\right) d s$; but by (iv) there is a sequence $\left\{t_{n}\right\} \uparrow \infty$ with $x\left(t_{n}\right) \rightarrow 0$. By renaming, let $t_{n+1}-t_{n} \geq h$. Notice that $\int_{t_{n}-h}^{t_{n}} H\left(s, x_{s}\right) d s \rightarrow 0$ as $n \rightarrow \infty$; for if there is an $\varepsilon>0$ and a subsequence $\left\{t_{n_{k}}\right\}$ with

$$
\int_{t_{n_{k}-h}}^{t_{n_{k}}} H\left(s, x_{s}\right) d s \geq \varepsilon
$$

then $t \geq t_{n_{K}}$ implies (by Jensen's inequality) that

$$
\begin{aligned}
0 \leq V(t) & \leq V\left(t_{0}\right)-\sum_{k=1}^{K} h W_{4}\left(\frac{1}{h} \int_{t_{n_{k}}-h}^{t_{n_{k}}} H\left(s, x_{s}\right) d s\right) \\
& \leq V\left(t_{0}\right)-\sum_{k=1}^{K} h W_{4}(\varepsilon / h)
\end{aligned}
$$

so $V(t) \rightarrow-\infty$ as $K \rightarrow \infty$, a contradiction. In particular, we can find $\left\{t_{n}\right\} \uparrow \infty$ with $x\left(t_{n}\right) \rightarrow 0$ and $\int_{t_{n}-h}^{t_{n}} H\left(s, x_{s}\right) d s \rightarrow 0$ so $V\left(t_{n}\right) \rightarrow 0$. Then $V^{\prime} \leq 0$ and so $t \geq t_{n}$ implies that

$$
W_{1}(|x(t)|) \leq V\left(t, x_{t}\right) \leq V\left(t_{n}, x_{t_{n}}\right) \rightarrow 0
$$

as $t \rightarrow \infty$. This completes the proof.
Def. 2. The zero solution of (8) is said to be equi-asymptotically stable if it is stable and if for each $t_{0} \geq 0$ and $\mu>0$ there exist $\delta>0$ and $T>0$ such that $\left[\varphi \in C_{\delta}, t \geq t_{0}+T\right]$ imply that $\left|x\left(t, t_{0}, \varphi\right)\right|<\mu$.

Theorem 2. Let (i), (ii), (iii) of Theorem 1 hold and suppose there is a wedge $W_{5}$ and a continuous function $S(t)$ with
(v) $\int_{t-h}^{t} H(s, \varphi) d s \leq W_{5}(\|\varphi\|) S(t)$ whenever $\varphi \in C_{\beta}$.

If, in addition, for each $\varepsilon>0$ there is a $\delta>0$ such that $x:\left[t_{0}, \infty\right) \rightarrow R^{n}$ continuous and
(vi) $\varepsilon \leq|x(t)| \leq \beta$ imply that $\int_{t-h}^{t} W_{4}\left(H\left(s, x_{s}\right)\right) d s \geq \delta$,
then $x=0$ is equi-asymptotically stable.
Proof. It is still true that $x=0$ is stable. Let $t_{0} \geq 0$ and $\mu>0$ be given. For this $t_{0}$ and $\beta>0$, find $\delta_{1}$ of stability. We will find $T>0$ such that $\varphi \in C_{\delta_{1}}$ and $t \geq t_{0}+T$ imply that $\left|x\left(t, t_{0}, \varphi\right)\right|<\mu$.

Let $\varphi \in C_{\delta_{1}}$ be arbitrary and $x(t)=x\left(t, t_{0}, \varphi\right)$. Consider the intervals

$$
I_{n}=\left[t_{0}+(n-1) h, t_{0}+n h\right], \quad n=1,2,3, \ldots
$$

Notice that if there is a $\bar{t} \geq t_{0}$ with

$$
\begin{equation*}
W_{2}(|x(\bar{t})|)+W_{3}\left(\int_{\bar{t}-h}^{\bar{t}} H\left(s, x_{s}\right) d s\right)<W_{1}(\mu) \tag{*}
\end{equation*}
$$

then $|x(t)|<\mu$ for $t \geq \bar{t}$.
Case 1. For a given $n$, suppose that $W_{2}(|x(t)|) \geq W_{1}(\mu) / 2$ for each $t \in I_{n}$. By integration of (ii) and use of (vi) we find $\delta>0$ with

$$
V\left(t_{0}+n h\right) \leq V\left(t_{0}+(n-1) h\right)-\delta
$$

Case 2. There is a $t_{n}^{*} \in I_{n}$ with $W_{2}\left(\left|x\left(t_{n}^{*}\right)\right|\right)<W_{1}(\mu) / 2$, but

$$
W_{3}\left(\int_{t_{n}^{*}-h}^{t_{n}^{*}} H\left(s, x_{s}\right) d s\right) \geq W_{1}(\mu) / 2 .
$$

Then by Jensen's inequality, integrating (ii) yields

$$
\begin{aligned}
V\left(t_{n}^{*}\right) & \leq V\left(t_{n}^{*}-h\right)-h W_{4}\left(W_{3}^{-1}\left(W_{1}(\mu) / 2\right) / h\right) \\
& =: V\left(t_{n}^{*}-h\right)-\lambda .
\end{aligned}
$$

Hence, for a given $n$ either $\left(^{*}\right)$ holds or $V$ decreases by an amount

$$
r=\min [\delta, \lambda]
$$

on every interval $I_{n-1} \cup I_{n}$. As $V\left(t_{0}\right) \leq W_{2}(\beta)+S\left(t_{0}\right) W_{5}(\beta)$, there is an $N$ so that (*) holds on some $I_{n}$ with $n<N$. Thus, $T=N h$, and the proof is complete.
3. Boundedness. Notice that if we perturb (1) to

$$
\begin{equation*}
x^{\prime}=-a(t) f(x)+b(t) g(x(t-h))+p(t) \tag{11}
\end{equation*}
$$

where $p:[0, \infty) \rightarrow R$ and there is an $M>0$ with

$$
\begin{equation*}
|p(t)| \leq M \tag{12}
\end{equation*}
$$

then taking the derivative of $V$ defined in (5) along a solution of (11) yields

$$
\begin{equation*}
V_{(11)}^{\prime}\left(t, x_{t}\right) \leq-\alpha a(t)|f(x)|+M \tag{13}
\end{equation*}
$$

while we still have

$$
\begin{equation*}
|x(t)| \leq V\left(t, x_{t}\right) \leq|x(t)|+(1-\alpha) \int_{t-h}^{t} a(s)|f(x(s))| d s \tag{7}
\end{equation*}
$$

We will show that if, in addition to (2) and (3) with $\beta=\infty$, (12), we have $\mu>0$ and $U>0$ with

$$
\begin{equation*}
\frac{1}{h} \int_{t-h}^{t} \alpha a(s)|f(x)| d s \geq 2 M+\mu \text { for }|x| \geq U \tag{14}
\end{equation*}
$$

then solutions of (11) are equi-ultimately bounded for bound $B$. This is formulated for (8) when $F(t, 0)=0$ is removed.

Theorem 3. In (8) (without $F(t, 0)=0$ ) let $\beta=\infty$ and suppose there are continuous functions $V, H:[0, \infty) \times C \rightarrow[0, \infty)$, positive constants $M, U$, and $\mu$, and wedges $W_{i}$ such that
(i) $W_{1}(|\varphi(0)|) \leq V(t, \varphi) \leq W_{2}(|\varphi(0)|)+W_{3}\left(\int_{t-h}^{t} H(s, \varphi) d s\right)$
(ii) $V_{(8)}^{\prime}\left(t, x_{t}\right) \leq-W_{4}\left(H\left(t, x_{t}\right)\right)+M$,
(iii) $h W_{4}\left(\frac{1}{h} \int_{t-h}^{t} H\left(s, x_{s}\right) d s\right) \geq 2 M h+\mu$ whenever $x$ is continuous and $|x(s)| \geq U$ for $t-h \leq s \leq t$,
(iv) $W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty, W_{4}$ is convex downward.

Then there is a $B>0$ so that each solution satisfies $|x(t)|<B$ for all large $t$.

Def. 3. Solutions of (8) are said to be equi-ultimately bounded if there is a $B>0$ and for any $B_{3}>0$ and $t_{0} \geq 0$ there is a $T>0$ such that $\left[\varphi \in C_{B_{3}}, t \geq t_{0}+T\right]$ imply that $\left|x\left(t, t_{0}, \varphi\right)\right|<B$; if $T$ is independent of $t_{0}$, solutions are uniformly ultimately bounded (UUB).

Def. 4. Solutions of (8) are said to be uniformly bounded $(U B)$ if for each $B_{1}>0$ there is a $B_{2}>0$ such that $\left[t_{0} \geq 0, \varphi \in C_{B_{1}}, t \geq t_{0}\right]$ imply that $\left|x\left(t, t_{0}, \varphi\right)\right|<B_{2}$.

Theorem 4. If, in addition to the conditions of Theorem 3, there is a continuous function $S(t)$ and wedge $W_{5}$ with

$$
\int_{t-h}^{t} H\left(s, x_{s}\right) d s \leq S(t) W_{5}\left(\left\|x_{t}\right\|\right)
$$

then solutions of (8) are equi-ultimately bounded.
Remark. Theorems 3 and 4 are very unusual since they allow $H$ to be unbounded when $x$ is bounded. It will be much easier to follow the proof after the following results, the first of which generalizes a result in Burton [7] (see Theorem 3).

Theorem 5. Suppose there is a continuous function $V:[0, \infty) \times C \rightarrow[0, \infty)$, positive constants $U$ and $M$ with
(i) $W_{1}(|\varphi(0)|) \leq V(t, \varphi) \leq W_{2}(|\varphi(0)|)+W_{3}\left(\int_{-h}^{0} W_{4}(|\varphi(s)|) d s\right)$,
(ii) $V_{(8)}^{\prime}\left(t, x_{t}\right) \leq-W_{5}(|x(t)|)+M$ and
(iii) $W_{5}(U)>2 M+\frac{1}{h}, W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty$. Then solutions are $U B$ and $U U B$.

Proof. We first show that Theorem 5 is true provided that we strengthen (ii). Then we show that (ii) can always be strengthened in the required way. Notice that if (iii) holds, then $W_{4}$ can always be replaced by a larger $W_{4}$, if necessary, so that there is a $U>0$ with $W_{5}\left(W_{4}(U)\right)>2 M+\frac{1}{h}$.

Lemma 1. Suppose there is a continuous function $V:[0, \infty) \times C \rightarrow[0, \infty)$, positive constants $M, U$, and $Z$ with
(i) $W_{1}(|\varphi(0)|) \leq V(t, \varphi) \leq W_{2}(|\varphi(0)|)+W_{3}\left(\int_{-h}^{0} W_{4}(|\varphi(s)|) d s\right)$,
(ii) $V_{(8)}^{\prime}\left(t, x_{t}\right) \leq-W_{5}\left(W_{4}(|x(t)|)\right)+M, W_{5}\left(W_{4}(U)\right)>2 M+\frac{1}{h}$,
$W_{5}(Z / h)>2 M+\frac{1}{h}$ and $W_{4}(U) h>Z$,
(iii) $W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty, W_{5}$ convex downward.

Then solutions of (8) are $U B$ and $U U B$.
Proof. Let $B_{1}>0$ be given. First, we must find $B_{2}>0$ such that $\left[t_{0} \geq 0,\|\varphi\| \leq B_{1}, t \geq\right.$ $t_{0}$ ] imply that $\left|x\left(t, t_{0}, \varphi\right)\right|<B_{2}$. Then we must find $B>0$ and for each $B_{3}>0$ find $K>0$ such that $\left[t_{0} \geq 0,\|\varphi\| \leq B_{3}, t \geq t_{0}+K\right]$ imply that $\left|x\left(t, t_{0}, \varphi\right)\right|>B$.

Note from (ii) that

$$
\begin{equation*}
W_{5}(Z / h)>2 M+\frac{1}{h} \text { and } W_{4}(U) h>Z . \tag{I}
\end{equation*}
$$

For an arbitrary $t_{0} \geq 0$ and an arbitrary $\varphi \in C_{B_{1}}$, let $x(t)=x\left(t, t_{0}, \varphi\right), V(t)=V\left(t, x_{t}\right)$, and $I_{n}=\left[t_{0}+(n-1) h, t_{0}+n h\right], n=1,2, \ldots$.

Notice that

$$
\begin{equation*}
V(t+h) \leq V(t)+M h . \tag{II}
\end{equation*}
$$

Next, notice that if there is an $s_{1} \in I_{2}$ with $\int_{s_{1}-h}^{s_{1}} W_{4}(|x(s)|) d s \geq Z$, then by Jensen's inequality and (ii) we have by (I) that

$$
\begin{aligned}
& V\left(s_{1}\right)-V\left(s_{1}-h\right) \leq-h W_{5}\left(\frac{1}{h} Z\right)+M h \\
& \quad \leq-2 M h-1+M h \leq-M h-1
\end{aligned}
$$

This, and the idea in (II) yields

$$
\begin{equation*}
V\left(t_{0}+2 h\right) \leq V\left(t_{0}\right)-1 \text { whenever } s_{1} \text { exists. } \tag{III}
\end{equation*}
$$

If $s_{1}$ fails to exist, then for all $s \in I_{2}$ we have $\int_{s-h}^{s} W_{4}(|x(u)|) d u<Z$ so there is an $s_{2} \in I_{2}$ with $\left|x\left(s_{2}\right)\right|<U$; otherwise, $|x(s)| \geq U$ on $I_{2}$ yields $\int_{t_{0}+h}^{t_{0}+2 h} W_{4}(|x(s)|) d s \geq h W_{4}(U)>Z$, a contradiction. Thus, $V\left(s_{2}\right) \leq W_{2}(U)+W_{3}(Z)$ and

$$
\begin{equation*}
V\left(t_{0}+2 h\right) \leq W_{2}(U)+W_{3}(Z)+M h \tag{IV}
\end{equation*}
$$

Continuing these arguments on $I_{4}, I_{6}, \ldots$ we conclude that either
$\left(I I I_{2 n}\right)$

$$
V\left(t_{0}+2 n h\right) \leq V\left(t_{0}\right)-n
$$

or
$\left(I V_{2 n}\right)$

$$
\begin{aligned}
V\left(t_{0}+2 n h\right) & \leq W_{2}(U)+W_{3}(Z)+M h \\
& =: W_{1}(B)-2 M h
\end{aligned}
$$

which defines $B$.
If $\left(I I I_{2 n}\right)$ holds, then from (i) we have

$$
\begin{aligned}
W_{1}\left(\left|x\left(t_{0}+2 n h\right)\right|\right) & \leq V\left(t_{0}+2 n h\right) \leq V\left(t_{0}\right)-n \\
& \leq W_{2}\left(B_{1}\right)+W_{3}\left(h W_{4}\left(B_{1}\right)\right)-n .
\end{aligned}
$$

Hence, there is an $N=N\left(B_{1}\right) \neq N\left(t_{0}\right)$, so that $\left(I I I_{2 N}\right)$ fails and ( $I V_{2 N}$ ) holds.
Lemma 2. If ( $I V_{2 n}$ ) holds, then so does ( $I V_{2 n+2}$ ).

Proof. Either there is an $s_{1} \in I_{2 n+2}$ with

$$
\int_{s_{1}-h}^{s_{1}} W_{4}(|x(s)|) d s \geq Z \text { so that } V\left(s_{1}\right) \leq V\left(s_{1}-h\right)-2 M h-1
$$

and

$$
\begin{aligned}
V\left(t_{0}+(2 n+2) h\right) & \leq V\left(t_{0}+2 n h\right)-1 \\
& \leq W_{1}(B)-2 M h-1
\end{aligned}
$$

as required, or the same argument as previously given yields

$$
V\left(t_{0}+(2 n+2) h\right) \leq W_{2}(U)+W_{3}(Z)+M h
$$

This proves Lemma 2.

It now follows that $W_{1}(|x(t)|) \leq V(t) \leq W_{1}(B)$ for all $t \geq t_{0}+2 N h$. We also see that for $t \geq t_{0}$,

$$
\begin{aligned}
W_{1}(|x(t)|) & \leq \max \left[W_{1}(B), W_{2}\left(B_{1}\right)+W_{3}\left(h B_{1}\right)+2 M h\right] \\
& =: W_{1}\left(B_{2}\right) .
\end{aligned}
$$

Replace $B_{1}$ with $B_{3}$ to complete the proof of $U U B$. This will prove Lemma 1.
We now finish the proof of Theorem 5 by showing that there is a wedge $W$ so that $W(V(t))$ will satisfy the conditions of Lemma 1.

If $W$ is any wedge, then $W(V(t))$ satisfies

$$
\begin{aligned}
W_{0}(|\varphi(0)|) & :=W\left(W_{1}(|\varphi(0)|)\right) \leq W(V(t)) \\
& \leq W\left(W_{2}(|\varphi(0)|)+W_{3}\left(\int_{-h}^{0} W_{4}(|\varphi(s)|) d s\right)\right) \\
& \leq 2 W\left(W_{2}(|\varphi(0)|)\right)+2 W\left(W_{3}\left(\int_{-h}^{0} W_{4}(|\varphi(s)|) d s\right)\right. \\
& =: W_{7}(|\varphi(0)|)+W_{8}\left(\int_{-h}^{0} W_{4}(|\varphi(s)|) d s\right) .
\end{aligned}
$$

Next, if $R\left(t, x_{t}\right):=W\left(V\left(t, x_{t}\right)\right)$ then

$$
R_{(8)}^{\prime}\left(t, x_{t}\right)=W^{\prime}\left(V\left(t, x_{t}\right)\right) V_{(8)}^{\prime}\left(t, x_{t}\right)
$$

(and if $|x(t)| \geq U$ then

$$
V^{\prime}(t) \leq-W_{5}(|x(t)|)+M \leq-\beta W_{5}(|x(t)|)
$$

for some $\beta>0$ ) so the inequality continues and we seek $W$ and $W_{9}$ with

$$
\begin{aligned}
& \leq-W^{\prime}\left(V\left(t, x_{t}\right)\right) \beta W_{5}\left(W_{4}^{-1} W_{4}(|x(t)|)\right) \\
& \leq-W^{\prime}\left(W_{1}(|x|)\right) \beta W_{5}\left(W_{4}^{-1}\left(W_{4}(|x(t)|)\right)\right) \\
& \leq-W_{9}\left(W_{4}(|x(t)|)\right) \quad(\text { still for }|x(t)| \geq U) .
\end{aligned}
$$

We make $W^{\prime}$ so large that $W_{9}$ can be chosen as convex downward. Since $R^{\prime}$ is bounded above for $|x(t)|<U$, we can find $\bar{M}>0$ with

$$
R^{\prime}\left(t, x_{t}\right) \leq-W_{9}\left(W_{4}(|x(t)|)\right)+\bar{M}
$$

and this now completes the proof of Theorem 5.
Proof of Theorem 3. Let $\varphi \in C, t_{0} \geq 0, x(t)=x\left(t, t_{0}, \varphi\right)$ and $V(t)=V\left(t, x_{t}\right)$. We will find a $B$, independent of $t_{0}$ and $\varphi$, with $|x(t)|<B$ for large $t$.

The proof will proceed just as in Lemma 1.
Consider the intervals $I_{n}$ once more. Find $Z>0$ with

$$
\begin{equation*}
h W_{4}(Z / h) \geq 2 M h+\mu . \tag{I}
\end{equation*}
$$

As before,

$$
\begin{equation*}
V(t+h) \leq V(t)+M h . \tag{II}
\end{equation*}
$$

Next, notice that if there is an $s_{1} \in I_{2}$ with $\int_{s_{1}-h}^{s_{1}} H\left(s, x_{s}\right) d s \geq Z$, then by Jensen's inequality and (ii) we have

$$
V\left(s_{1}\right)-V(s,-h) \leq-h W_{4}(Z / h) \leq-2 M h-\mu+M h .
$$

This and (II) yield

$$
\begin{equation*}
V\left(t_{0}+2 h\right) \leq V\left(t_{0}\right)-\mu, \text { whenever } s_{1} \text { exists. } \tag{III}
\end{equation*}
$$

If $s_{1}$ fails to exist, then for all $s \in I_{2}$ we have $\int_{s-h}^{s} H\left(u, x_{u}\right) d u<Z$ so by (iii) there is an $s_{2} \in I_{2}$ with $\left|x\left(s_{2}\right)\right|<U$. Thus, $V\left(s_{1}\right) \leq W_{2}(U)+W_{3}(Z)$ and

$$
\begin{equation*}
V\left(t_{0}+2 h\right) \leq W_{2}(U)+W_{3}(Z)+M h . \tag{IV}
\end{equation*}
$$

Continuing these arguments on $I_{4}, I_{6}, \ldots$, we conclude that either

$$
\begin{equation*}
V\left(t_{0}+2 n h\right) \leq V\left(t_{0}\right)-n \mu \tag{2n}
\end{equation*}
$$

or
$\left(I V_{2 n}\right)$

$$
\begin{aligned}
V\left(t_{0}+2 n h\right) & \leq W_{2}(U)+W_{3}(Z)+M h \\
& =: W_{1}(B)-2 M h
\end{aligned}
$$

which defines $B$. As $V\left(t_{0}\right)$ is a number, there is an $N$ such that $\left(I I I_{2 N}\right)$ fails and $\left(I V_{2 N}\right)$ holds and $V\left(t_{0}+2 N h\right) \leq W_{1}(B)-2 M h$.

The argument of Lemma 2 holds. If $\left(I V_{2 n}\right)$ is satisfied, either there is an $s_{1} \in I_{2 n+2}$ with

$$
\int_{s_{1}-h}^{s_{1}} H\left(s, x_{s}\right) d s \geq Z \text { so } V\left(s_{1}\right) \leq V\left(s_{1}-h\right)-2 M h-\mu
$$

and

$$
\begin{aligned}
& V\left(t_{0}+(2 n+2) h\right) \leq V\left(t_{0}+2 n h\right)-\mu \\
\leq & W_{1}(B)-2 M h-\mu \text { so }\left(I V_{2 n+2}\right) \text { holds }
\end{aligned}
$$

or the same argument as previously given works. This proves Theorem 3.
The proof of Theorem 4 is almost identical to that of Theorem 3. We use

$$
\int_{t-h}^{t} H\left(s, x_{s}\right) d s \leq S(t) W_{5}\left(\left\|x_{t}\right\|\right)
$$

to get the bound on $N$ from $\left(I I I_{2 n}\right)$.

## REFERENCES

1. Becker, Leigh C., Burton, T.A., and Zhang, Shunian, Functional differential equations and Jensen's inequality, J. Math. Anal. Appl. 138(1989), 137-156.
2. Burton T.A., An extension of Liapunov's direct method, J. Math. Anal. Appl. 28(1969), 545-552.
3. Burton, T.A., Differential inequalities for Liapunov functions, Nonlinear Analysis 1(1977), 331-338.
4. Burton, T.A., Stability theory for Volterra equations, J. Differential Equations 32 (1979), 101-118.
5. Burton, T.A., Uniform asymptotic stability in functional differential equations, Proc. Amer. Math. Soc. 68(1978), 195-199.
6. Burton, T.A., Boundedness in functional differential equations, Funkcial. Ekvac. 25(1982), 51-77.
7. Burton, T.A., Uniform boundedness for delay equations, Acta Math. Hung. 56(1990), 259-268.
8. Burton, T.A., Casal, A., and Somolinos, A., Upper and lower bounds for Liapunov functionals, Funkcialaj Ekvacioj 32(1989), 23-55.
9. Burton, T. and Havani, L., Stability theorems for nonautonomous functional differential equations by Liapunov functionals, Tohoku Math. J. 41(1989), 65-104.
10. Burton, T.A. and Hering, R.H., Liapunov theory for functional differential equations, Rocky Mountain J. Math. 24(1994), 3-17.
11. Burton, T.A. and Makay, G., Asymptotic stability for fuctional differential equations, Acta Math. Hungar. 65(1994), 243-251.
12. Erhart, J., Lyapunov theory and perturbations of differential equations, SIAM J. Math. Anal. 4(1973), 417-432.
13. Haddock, J.R., Liapunov functions and boundedness and global existence of solutions, Applicable Analysis 1(1972), 321-330.
14. Hatvani, L., On the asymptotic stability of the solutions of functional differential equations, In: Qualitative Theory of Differential Equations: Colloq. Math. Soc. Janos Bolyai 53, North Holland, Amsterdam, 1990, 227-238.
15. Ko, Younhee, On the uniform asymptotic stability for functional differential equations, Acta Sci. Math. (Szeged), 59(1994), 267-278.
16. Kobayashi, Katsumasa, Stability and boundedness in functional-differential equations with finite delay, Math. Japon. 40(1994), 423-32.
17. Krasovskii, N.N., Stability of Motion, Stanford University Press, Stanford, Calif., 1963.
18. Makay, G., Dissipative systems of functional differential equations, Tohoku Math. J. 46(1994), 417-426.
19. Tsuruta, Kunio, Asymptotic stability in functional differential equations with finite delay, Nonlinear Analysis 23(1994), 999-1011.
20. Wang, Tingxiu, Equivalent conditions on stability of functional differential equations, J. Math. Anal. Appl. 170(1992), 138-157.
21. Wang, Tingxiu, Asymptotic stability and the derivatives of solutions of functional differential equations, Rocky Mountain J. Math. 24(1994), 403-427.
22. Wang, Tingxiu, Some general theorems on uniform boundedness for functional differential equations, Dynamic Systems and Appl., to appear.
23. Wang, Tingxiu, Uniform boundedness, Nonlinear Analysis, to appear.
24. Yoshizawa, T., Stability Theory by Liapunov's Second Method, Math. Soc. Japan, Tokyo, 1966.
25. Zhang, Bo, Asymptotic stability in functional differential equations by Liapunov functionals, Trans. Amer. Math. Soc., to appear.
26. Zhang, Bo, A stability theorem in functional differential equations, preprint.

[^0]:    1991 Mathematics Subject Classification. 34K20.
    Key words and phrases. Functional differential equations, asymptotic stability, boundedness, Liapunov functionals.
    *On leave from Northeast Normal University, Jilin, Changchun, PRC. That research is partially supported by NNSF, \# 19331061.

