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Abstract. In this note we consider an equation of the form x′(t) =
R

t

t−r
a(t, s)g(x(s))ds and

give conditions on a and g to ensure that the zero solution is asymptotically stable. When

applied to the classical case of a(t, s) = a(t−s), these conditions do not require that a(r) = 0,

nor do they involve the sign of a(t) or the sign of any derivative of a(t).

1. INTRODUCTION

In this note we consider an equation which has attracted much attention during the

last fifty years and has been studied by means of an intricate Liapunov functional. As a

comparison to that work we present a simple stability and asymptotic stability result using

a contraction mapping. In particular we consider the scalar equation

(1) x′(t) = −

∫ t

t−r

a(t, s)x(s)ds,

as well as the nonlinear analogue

(2) x′(t) = −

∫ t

t−r

a(t, s)g(x(s))ds,

where it is assumed that r is a positive constant, a : [0,∞) × [0,∞) → R is continuous,

(3) A(t, s) :=

∫ r

t−s

a(u+ s, s)du with A(t, t) =

∫ r

0

a(u+ t, t)du ≥ 0,
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and

(4) β := sup
t≥0

∫ r

0

|

∫ r

w

a(v + t− w, t− w)dv|dw < 1/2.

Conditions (3) and (4) are sufficient for stability of (1); asymptotic stability requires that

the integral of A(t, t) diverge. For (2) it is supposed that xg(x) > 0 for small x 6= 0, plus

other conditions including (3) and (4), to ensure stability and asymptotic stability.

2. SOME BACKGROUND

Such equations have been the center of much interest for a very long time. In 1954

Brownell and Ergen [2] studied a form of (2) in connection with reactor dynamics. Nohel

picked up that work in 1960 [10] and four years later was joined by Levin [9]. The previous

year Levin had studied a related problem [7]

(5) x′(t) = −

∫ t

0

a(t − s)g(x(s))ds

under the usual condition that xg(x) > 0 for x 6= 0 plus the fairly severe condition that

(6) (−1)ka(k)(t) ≥ 0, 0 < t <∞, k = 0, 1, 2, 3.

Levin states in that work [6; p. 535] that Volterra [11] had considered a linear version and

suggested that a Liapunov functional might be constructed. Taking that suggestion, Levin

constructed such a functional for (5) under conditions (6). Levin and Nohel [9; p. 35] note

that with small changes Levin’s functional works for

(7) x′(t) = −

∫ t

t−r

a(t− s)g(x(s))ds

where xg(x) > 0 for x 6= 0 and

(8) a(r) = 0, a(t) ≥ 0, a′(t) ≤ 0, a′′(t) ≥ 0 for 0 ≤ t ≤ r.

The Liapunov functional has the form

(9) V (xt) =

∫ x

0

g(s)ds −
1

2

∫ t

t−r

a′(t− s)

(
∫ t

s

g(x(v))dv

)2

ds

where xt(s) = x(t+ s) for −r ≤ s ≤ 0.

Using this Liapunov functional, Levin and Nohel [9; p. 35] are able to show that the zero

solution of (7) is globally asymptotically stable and that some derivatives of the solution

also tend to zero. Krasovskii [6; pp. 158-160] presents a well-organized list of conclusions
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concerning solutions of (7) under a variety of hypotheses. Hale [3] uses this Liapunov

functional to great advantage in illustrating his theory of limit sets. Four years later Hale

[4] points out that with small modifications and convergence conditions Levin’s functional

still works for

(10) x′(t) = −

∫ t

−∞

a(t − s)g(x(s))ds.

Equation (7) with (8) and (9) became a classic and is featured in the texts by Krasovskii

[6; pp. 158-160], Yoshizawa [12; pp. 198-9], and Hale [5; pp. 120-4]. It continues to be

discussed today.

Levin [8] extended the work on (5) to the nonconvolution equation

x′(t) = −

∫ t

0

a(t, s)g(x(s))ds

asking that

a(t, s) ≥ 0, as(t, s) ≥ 0, ast(t, s) ≤ 0

and that work was extensively discussed in the subsequent literature. We find no corre-

sponding extension of (7). Our present work is an effort in that direction using fixed point

theory. Although the work presented here centers on the nonconvolution case, both linear

and nonlinear, in the linear convolution case there is a result in [1; p. 162] based on a

Liapunov functional which is better than the one presented here.

Our conditions (3) and (4) are independent of Levin’s conditions (8), even in the con-

volution case. We are asking a type of boundedness on a(t, s), while (8) does not. On the

other hand, our condition asks nothing at all about smoothness or the value of a(r) even

when restricted to the convolution case.

We noted above that the result of Levin and Nohel [9; p. 35] shows that both x and

several of its derivatives tend to zero, while ours does not mention the derivatives. However,

it is clear from (1) that if
∫ t

t−r
|a(t, s)|ds is bounded and if x(t) → 0, then x′(t) → 0. One

may differentiate (1) and argue that x′′(t) → 0. In the work cited in [9], investigators ask

xg(x) > 0 for x 6= 0 and show that all solutions tend to zero. We only ask xg(x) > 0 for

small x 6= 0 and show local asymptotic stability.

3. THE LINEAR CASE

We return to Equation (1) from Section 1 which we rewrite for reference as

x′(t) = −

∫ t

t−r

a(t, s)x(s)ds

Here, r is a positive constant and a : [0,∞) × [0,∞) → R is continuous.
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Theorem 1. If (3) and (4) hold, then the zero solution of (1) is stable. If, in addition,
∫ t

0 A(s, s)ds → ∞ as t→ ∞, then the zero solution of (1) is asymptotically stable.

Proof. We offer proofs only for t0 = 0 and we cover only the case of the asserted asymptotic

stability. Let ψ : [−r, 0] → R be a given continuous initial function, let C be the set of

continuous functions, and let

M = {φ : [−r,∞) → R : φ0 = ψ, φ ∈ C,φ(t) → 0 as t→ ∞}

so that if ‖ · ‖ is the supremum metric then (M, ‖ · ‖) is a complete metric space. Here,

φ0 = ψ means φ(t) = ψ(t) for −r ≤ t ≤ 0. It will cause no confusion to also let ‖ψ‖ denote

the supremum of ψ on [−r, 0] even though we use ‖φ‖ as the supremum of φ on [−r,∞).

Write (1) as

(11) x′(t) = −A(t, t)x(t) +
d

dt

∫ t

t−r

A(t, s)x(s)ds.

By the variation of parameters formula followed by integration by parts, we have

x(t) = e−
R

t

0
A(s,s)dsψ(0) +

∫ t

0

e−
R

t

s
A(u,u)du d

ds

∫ s

s−r

A(s, u)x(u)duds

= e−
R

t

0
A(s,s)dsψ(0) + e−

R

t

s
A(u,u)du

∫ s

s−r

A(s, u)x(u)du

∣

∣

∣

∣

s=t

s=0

−

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

A(s, u)x(u)duds

= e−
R

t

0
A(s,s)dsψ(0) − e−

R

t

0
A(s,s)ds

∫ 0

−r

A(0, u)ψ(u)du

+

∫ t

t−r

A(t, u)x(u)du −

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

A(s, u)x(u)duds.(12)

Use (12) to define the operator P : M → M as follows: for φ ∈ M let (Pφ)(t) = ψ(t) if

−r ≤ t ≤ 0, and if t > 0, let

(Pφ)(t) = e−
R

t

0
A(s,s)dsψ(0) − e−

R

t

0
A(s,s)ds

∫ 0

−r

A(0, u)ψ(u)du

+

∫ t

t−r

A(t, u)φ(u)du−

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

A(s, u)φ(u)duds.(13)

A fixed point is a solution of (1).

Clearly, φ ∈M implies that Pφ is continuous. We can give the classical argument that

the convolution of an L1 function with a function tending to zero does itself tend to zero
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to show that (Pφ)(t) → 0; use is made of the fact that
∫ t

t−r
|A(t, u)|du < 1/2 by (4) using

a change of variable.

To see that P is a contraction, consider φ, η ∈ M . For t > 0, we have

|(Pφ)(t) − (Pη)(t)| ≤

∫ t

t−r

|A(t, u)(φ(u) − η(u))|du

+

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

|A(s, u)(φ(u) − η(u))|duds

≤

∫ t

t−r

|A(t, u)|du‖φ− η‖+ sup
t≥0

∫ t

t−r

|A(t, u)|du‖φ− η‖.

It follows that ‖Pφ − Pη‖ ≤ α‖φ − η‖ for t ∈ [−r,∞), for some α > 0. Thus, P is a

contraction on M if there is an α < 1 such that

(4∗) 2 sup
t≥0

∫ t

t−r

|A(t, u)|du ≤ α.

Observe that this does hold if (4) is satisfied since the left-hand side of (4*) is 2β. This is

easily seen with the change of variable u = t−w in (4). In other words, under assumption

(4), associated with each continuous initial function ψ is a complete metric space M and

a unique φ ∈ M that is a fixed point of P . Equivalently, φ is the unique solution of (1)

with φ(t) = ψ(t) for −r ≤ t ≤ 0.

We now want to find an ε− δ relation for stability. If φ ∈M then we have

|(Pφ)(t)| ≤ ‖ψ‖

(

1 +

∫ 0

−r

|A(0, u)|du

)

+ 2 sup
t≥0

∫ t

t−r

|A(t, u)|du‖φ‖

≤ ‖ψ‖(1 +

∫ 0

−r

|A(0, u)|du) + 2β‖φ‖

where β is defined in (4). As P is a contraction, for each ψ there is a unique φ with Pφ = φ

so that

‖φ‖(1 − 2β) ≤ ‖ψ‖(1 +

∫ 0

−r

|A(0, u)|du).

Thus, we can find δ > 0 such that ‖ψ‖ < δ implies that ‖φ‖ < ε. Now φ is the unique

solution and φ ∈M so φ(t) → 0; hence, φt → 0 as t→ ∞.

4. A NONLINEAR EQUATION

We return to Equation (2) from Section 1 which we rewrite for reference as

x′(t) = −

∫ t

t−r

a(t, s)g(x(s))ds.
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Here, r is a positive constant and a : [0,∞) × [0,∞) → R is continuous.

Remark. We assume that there is an L > 0 such that g is continuous, odd, Lipschitz, and

increasing on [−L,L] and that 0 ≤ x− g(x) is nondecreasing on [0, L]. These conditions

hold in case d
dx
g(x) is continuous and positive at x = 0 by redefining g and a. In this case,

there is an L > 0 for which d
dx
g(x) > 0 on [−L,L], with a maximum of D > 0. Write

a(t, s)g(x) = a(t, s)D g(x)
D

and note that 0 ≤ x− g(x)
D

is nondecreasing.

Theorem 2. Assume that there is an L > 0 such that g is continuous, odd, Lipschitz, and

increasing on [−L,L]. If (3) and (4) hold and if 0 ≤ x − g(x) is nondecreasing on [0, L],

then the zero solution of (2) is stable.

Proof. Write (2) as

x′(t) = −A(t, t)g(x(t)) +
d

dt

∫ t

t−r

A(t, s)g(x(s))ds

= −A(t, t)x(t) + A(t, t)[x(t) − g(x(t))] +
d

dt

∫ t

t−r

A(t, s)g(x(s))ds.

By the variation of parameters formula, followed by integration by parts we have

x(t) = e−
R

t

0
A(s,s)dsψ(0) − e−

R

t

0
A(s,s)ds

∫ 0

−r

A(0, u)g(ψ(u))du

+

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)[x(s) − g(x(s))]ds +

∫ t

t−r

A(t, u)g(x(u))du

−

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

A(s, u)g(x(u))duds.(14)

Define

M = {φ : [−r,∞) → R : φ0 = ψ, φ ∈ C, |φ(t)| ≤ L}

where ψ will be restricted in magnitude later. Use (14) to define P : M → M by φ ∈ M

implies that (Pφ)(t) = ψ(t) if −r ≤ t ≤ 0 and for t ≥ 0 then

(Pφ)(t) = e−
R

t

0
A(s,s)dsψ(0) − e−

R

t

0
A(s,s)ds

∫ 0

−r

A(0, u)g(ψ(u))du

+

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)[φ(s) − g(φ(s))]ds +

∫ t

t−r

A(t, u)g(φ(u))du

−

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

A(s, u)g(φ(u))duds.(15)
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Since g is increasing and x− g(x) is nondecreasing on [0, L] and odd, we have

|(Pφ)(t)| ≤ ‖ψ‖ + ‖g(ψ)‖

∫ 0

−r

|A(0, u)|du

+ L− g(L) + 2g(L) sup
t≥0

∫ t

t−r

|A(t, u)|du

= ‖ψ‖ + ‖g(ψ)‖

∫ 0

−r

|A(0, u)|du+ L− g(L) + 2βg(L)

where β is defined in (4). By (4) again, we can find α < 1 with L − g(L) + 2βg(L) = αL.

As g is Lipschitz and g(0) = 0 there is a K with |g(ψ(t))| ≤ K|ψ(t)|. Thus, we can find

δ > 0 such that ‖ψ‖ < δ implies that

‖ψ‖ + ‖g(ψ)‖

∫ 0

−r

|A(0, u)|du < (1 − α)L.

This shows that P : M →M .

In the proposition below we show that there is an exponentially weighted metric under

which P is a contraction with unique fixed point φ for each ψ.

To see that we have proved stability, for a given ε > 0, ε < L, substitute ε for L in the

above argument and conclude that ‖ψ‖ < δ yields |(Pφ)(t)| ≤ ε; if Pφ = φ, then |φ(t)| ≤ ε.

Remark. We only conclude stability, not asymptotic stability here even if we ask that

the integral of A(t, t) diverges. And the reason for that lies in our change of metric. If we

were to add the condition to M that φ(t) → 0 then under our new metric M would no

longer be a complete metric space.

Proposition. Under the conditions of Theorem 2, there is a metric ρ such that (M,ρ) is

a complete metric space and P : M →M is a contraction in that space.

Proof. Let B : [0,∞) → [0,∞) be defined by

B(s) :=

∫ r

0

|a(u+ s, s)|du

and let d > 3. Denote by K the common Lipschitz constant for g(x) and x − g(x) on

[−L,L]. Define

h(t) = dK

∫ t

0

[A(u, u) +B(u)]du

and define a metric ρ on M by φ, η ∈M implies

ρ(φ, η) = |φ− η|K := sup
0≤t<∞

|φ(t) − η(t)|e−h(t).
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Then (M,ρ) is a complete metric space.

Let φ, η ∈M and use (14) to obtain

|(Pφ)(t) − (Pη)(t)|e−h(t)

≤

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)K|φ(s) − η(s)|e−h(t)+h(s)−h(s)ds

+

∫ t

t−r

|A(t, u)|K|φ(u) − η(u)|e−h(t)+h(u)−h(u)du

+

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

|A(s, u)|K|φ(u) − η(u)|e−h(t)+h(u)−h(u)duds

≤

∫ t

0

e−(dK+1)
R

t

s
A(u,u)duA(s, s)K|φ(s) − η(s)|e−h(s)ds

+

∫ t

t−r

e−dK
R

t

u
B(s)ds|A(t, u)|K|φ(u) − η(u)|e−h(u)du

+

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

e−dK
R

s

u
B(v)dv|A(s, u)|K|φ(u) − η(u)|e−h(u)duds

≤ |φ− η|KK[

∫ t

0

e−(dK+1)
R

t

s
A(u,u)duA(s, s)ds +

∫ t

t−r

e−dK
R

t

u
B(s)ds|A(t, u)|du

+

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

e−dK
R

s

u
B(v)dv|A(s, u)|duds].

For each fixed t notice that in

∫ t

t−r

e−dK
R

t

u
B(s)ds|A(t, u)|du

we have |A(t, u)| ≤
∫ r

0
|a(v + u, u)|dv = B(u) so that

∫ t

t−r

e−dK
R

t

u
B(s)ds|A(t, u)|du ≤

∫ t

t−r

e−dK
R

t

u
B(s)dsB(u)du ≤

1

dK
.

This also applies to the last integral in our array and we arrive at

|(Pφ)(t) − (Pη)(t)|e−h(t)

≤ K|φ− η|K[
1

dK + 1
+

1

dK
+

1

dK
]

≤
3

d
|φ− η|K

which is a contraction since d > 3. This completes the proof.

In our next result we abuse notation by letting g′(x) = d
dx
g(x).
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Corollary. Let the conditions of Theorem 2 hold and suppose that
∫ t

0
A(s, s)ds → ∞ as

t → ∞. If g′(x) is continuous on (−L,L) and if g′(0) 6= 0, then the zero solution of (2) is

asymptotically stable.

Proof. It can be seen that if Theorem 2 holds for one L > 0 then it holds for all smaller

positive L. For a fixed L > 0 of Theorem 2, let q = min g′(x), Q = max g′(x) for −L ≤

x ≤ L. As 2β < 1 by (4), if L is sufficiently small then q,Q will satisfy 2βQ < q. That is,

as L→ 0 we may let q,Q → g′(0). This means that

(16) µ := (1 − q) + 2βQ < 1.

For L, q,Q chosen so that (16) holds, define

M = {φ : [−r,∞) → R : φ0 = ψ, φ ∈ C, |φ(t)| ≤ L, φ(t) → 0}.

We have P defined in (15) and it readily follows that φ ∈ M implies (Pφ)(t) → 0 so

P : M →M.

To see that P is a contraction using the supremum norm, for f(x) = x−g(x) on (−L,L)

we have 0 ≤ f ′(x) = 1 − g′(x) ≤ 1 − q since by hypothesis, f is increasing. We also have

0 ≤ g′(x) ≤ Q. Thus, for φ, η ∈M we obtain

|(Pφ)(t) − (Pη)(t)|

≤

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)|f(φ(s)) − f(η(s))|ds +

∫ t

t−r

|A(t − u)(g(φ(u)) − g(η(u))|du

+

∫ t

0

e−
R

t

s
A(u,u)duA(s, s)

∫ s

s−r

|A(s, u)(g(φ(u)) − g(η(u))|duds

≤ [(1 − q) + 2 sup
t≥0

∫ t

t−r

|A(t, u)|duQ]‖φ− η‖

≤ [(1 − q) + 2βQ]‖φ− η‖

= µ‖φ− η‖.

This completes the proof.
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