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Abstract. We consider a scalar fractional differential equation,
write it as an integral equation, and construct several Liapunov
functionals yielding qualitative results about the solution. It turns
out that the kernel is convex with a singularity and it is also com-
pletely monotone, as is the resolvent kernel. While the kernel is
not integrable, the resolvent kernel is positive and integrable with
an integral value of one. These kernels give rise to essentially dif-
ferent types of Liapunov functionals. It is to be stressed that the
Liapunov functionals are explicitly given in terms of known func-
tions and they are differentiated using Leibniz’s rule. The results
are readily accessible to anyone with a background of elementary
calculus.

1. Introduction

We study a fractional differential equation of Caputo type

(1) cDqx = f(t, x(t)), 0 < q < 1,

with f : [0,∞) × < → < being continuous. Because it is of Caputo
type it is inverted with simple initial conditions, just as an ordinary
differential equation [16, p. 12], and written as

(2) x(t) = x(0) +
1

Γ(q)

∫ t

0

(t − s)q−1f(s, x(s))ds

where Γ is the gamma function. We refer the reader to Lakshmikan-
tham, Leela, and Devi [16, p. 54] or to Chapter 6 of Diethelm [12, pp.
78, 86, 103] for proofs of the inversion. It is to be emphasized that (1)
and (2) are not equivalent for the Riemann-Liouville derivative denoted
by Dq instead of cDq which is used in some of the papers listed below.
In fact, Caputo introduced his derivative to avoid the initial condi-
tions imposed by the Riemann-Liouville derivative which were difficult
to reconcile with many real-world problems. Having made the point
that (1) is of Caputo type, we now point out that there are initial
conditions in the Riemann-Liouville problem which can sometimes be
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incorporated under the integral in (2) and x(0) can be deleted. That
will not be discussed further here.

Before the reader’s patience wanes, let us quickly sketch what we
accomplish here. The equation on which we focus is

(3) x(t) = x(0) + F (t) − k

Γ(q)

∫ t

0

(t − s)q−1g(s, x(s))ds

where x(0) is sometimes 0 and where either

(4) xg(t, x) ≥ 0 or g(t, x) = x + G(t, x) with |G(t, x)| ≤ φ(t)|x|
and φ is small in several different ways.

1. We construct a number of Liapunov functionals, stated for kernels
of nonconvolution type, which are then readily applied to more general
problems without pondering how to translate them.

2. These Liapunov functionals show that, loosely, there is a constant
M so that if F ∈ L2[0,∞) then

(5)

∫ t

0

[g(s, x(s)) − Γ(q)

k
F (s)]2ds ≤ M

∫ t

0

F 2(u)du.

(See the end of the proof of Theorem 5.2.)
3. Next, we study the resolvent for the linear part of g. This gives

a number of boundedness results for (2). Under a set of conditions we
find that |x(t) − F (t)| → 0 as t → ∞. (See Cor. 6.4.)

Thus, 2. and 3. above give very precise information about the limit
set of the solution and a measure of the speed to which the solution
converges to its limit set.

4. Using the resolvent, R, in a Liapunov functional, several Lp results
are obtained concerning (2).

This concludes the sketch and we return to discussion of (2). The
literature is replete with applications when q = 1/2 and that value is
a focus of Chapter 5 of Oldham and Spanier [22] in their treatment of
fractional equations. With such wide application, it is of real concern
to know that the solution of (2) does not experience drastic change as q
passes through the value 1/2. The concern is intensified when we note
that q = 1/2 is a transitional value in the following sense:

(i) If 1/2 < q < 1, then tq−1 ∈ L2[0, 1], but tq−1 /∈ L2[1,∞).
(ii) If 0 < q < 1/2, then tq−1 /∈ L2[0, 1], but tq−1 ∈ L2[1,∞).
(iii) If q = 1/2, then tq−1 /∈ L2[0, 1] and tq−1 /∈ L2[1,∞).
The local L2 integrability is an important property reflected through-

out the entire early work of Tricomi [25]. Having raised the concern,
let us hasten to state that all of our analysis fails to indicate serious
instability as q passes through 1/2.
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Recent results and a variety of methods

The referee supplied the following references and we have found it to
be an excellent selection because it gives a wide variety of applications
and, perhaps more importantly, a variety of methods.

Uncertainties in differential equations and control theory have been
studied for many years. An impressive theory has emerged from decades
of work by the Krasovskii school in Ekaterinburg, Russia, among many
other places. Such efforts seem to have been absent for fractional differ-
ential equations until introduced in a recent paper by Agarwal, Laksh-
mikantham, and Nieto [1]. They focus on a fuzzy fractional differential
equation. An explicit example is given and a solution using the classical
Mittag-Leffler function is obtained.

It turns out that there is more than one way to convert (1) to an
integral equation. For example, an alternate way places only part of
the equation under that integral sign which can be a great advantage
when that integral introduces unboundedness which was not present in
(1). Along an entirely different line, Banas and Zajac [2] introduce a
Volterra-Stieltjes integral equation with a different set of advantages.
Again, there is an instructive example.

Darwish and Ntouyas [11] use fractional integral equations to study
radiative transfer and the kinetic theory of gases; their work centers
on fixed point theory. In recent years there has been an increasing use
of fixed point theory to show various intricate types of qualitative and
stability properties [6]. Once the integral equation is derived, it can
provide a convenient mapping into a variety of spaces so that a fixed
point will inherit the properties of the space.

Zhang and Jiang [28] study a time-fractional axisymmetric diffusion-
wave equation with a source term in cylindrical coordinates. They
obtain an analytic solution using integral transforms which they study
using numerical methods.

The present paper is totally different in every way from any of these
examples. The purpose here is to study (2) by means of Liapunov’s
direct method. Equation (2) is a prime vehicle for demonstrating Lia-
punov’s direct method for integral equations with a simple singularity
in the kernel. It turns out that the kernel is completely monotone and
that allows two lines of investigation. First, there is the natural Lia-
punov functional which can be derived from (2) by the simple sequence
of squaring the equation, integration by parts, and application of the
Schwarz inequality. In a sense to be described, it is a perfect Liapunov
functional. Next, the resolvent, R, for the linear form of (2) is also
completely monotone and, because the integral of the kernel diverges,
it is true that

∫ ∞
0

R(s)ds = 1. This enables us to construct again a
natural Liapunov functional for a perturbed form of (2) which is of
a totally different type. Those two types of Liapunov functionals for
singular kernels provide a broad introduction to Liapunov theory. We
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view this as an introduction and we spend considerable time explaining
the process.

To be sure, Liapunov theory has been used for fractional equations
for quite some time. The difference here is that our introduction is con-
crete, explicit, and very elementary. While the computations require
careful attention, the mathematics is not beyond the reach of under-
graduate mathematics majors. The Liapunov functionals consist of
given elementary functions. The differentiation is a simple application
of Leibniz’s rule.

All of this is in marked contrast to the very deep and abstract Li-
apunov theory for fractional equations being developed by the Lak-
shmikantham school. For samples of that we refer the reader to the
two prominent works [15] and [16] of Lakshmikantham, Leela, Sam-
bandham, and Vasundhara Devi. That work is characterized by the
relation

(6) DqV (t, x) = lim sup
h→0

1

hq
[V (t, x) − V (t − h, x − hqf(t, x))].

where V (t, x) is the Liapunov function. It is through that relation that
the Liapunov function is related to the fractional differential equation.
Our relation is totally different and elementary.

2. Examples of (t − s)−1/2.

In many classical and modern problems involving partial differential
equations and their integral equation counterparts there appears within
the kernel the term 1/

√
t − s. Chapter five of the book by Oldham

and Spanier [22] is much concerned with this term resulting from q =
1/2. We mentioned the transitional value at q = 1/2 and, in view of
the fundamental nature of the general set of problems studied at that
value, there is reason to investigate the stability in a general sense of
the results when q is near 1/2. To put the study in context we will
briefly describe a set of widely differing problems using 1/

√
t − s in

their kernels.
In 1940 Consiglio [9] studied turbulance using

y(t) = (1/K)

(
1 −

∫ t

0

(t − s)−1/2y2(s)ds

)
.

In 1951 Mann and Wolf [18] and Roberts and Mann [24] studied
the temperature u(x, t), in a semi-infinite rod by means of the integral
equation

u(0, t) =

∫ t

0

G(u(0, s))

π1/2(t − s)1/2
ds

where G(1) = 0, G is continuous, and G(u) is strictly increasing. By a
translation we would have a forcing function and a new G with xG(x) ≥
0, a condition we will see later. The problem was generalized and
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studied by Padmavally [23] in 1958 using a variable heating source
described by

y(t) =

∫ t

0

G(s, y(s))

π(t − s)1/2
ds

under considerably more complicated conditions on G.
Miller [19, pp. 68– and 208–] continues that study dealing with an

equation

y(t) = −(πK)−1/2

∫ t

0

(t − s)−1/2g(s, y(s))ds

and a more general equation with forcing function under the assump-
tion that yg(t, y) ≥ 0. An elementary derivation of such equations is
given by Weinberger [26, p. 357].

Nicholson and Shain [21] (see [19, p. 72-3]) study stationary elec-
trode polography and obtain

x(bt) = ebt−u(t)

(
1 −

∫ bt

0

(bt − s)−1/2x(s)ds

)

where u(t) is given and b is a positive constant.
More recently, Kirk and Olmstead [13] studied blow-up in a reactive

diffusive medium with a moving heat source. Their equation is

F (t, x0(t)) = h(t) +

∫ t

0

e
− [x0(t)−x0(s)]2

4(t−s)

2(π(t − s))1/2
ds.

Their study continues in [14].
Last, but by no means least, we mention the Abel equation,

f(t) =

∫ t

0

φ(s)√
t − s

ds,

a Volterra equation of the first kind. Tricomi [25, p. 39] remarks that
Abel formulated and solved the equation in 1825, but did not realize
the importance of the work. A clever application of the equation is
found in the whale hunting saga of Herman Melville, ”Moby Dick”,
Chapter XCVI.

Miller’s assumption that xg(t, x) ≥ 0 and the sign condition places
the problem as the natural generalization of the stable linear equation
and that is the approach we will take. We will arrive at an integral
equation

x(t) = x(0) + F (t) − k

Γ(q)

∫ t

0

(t − s)q−1g(s, x(s))ds.
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3. The general equation

We begin with a uniformly asymptotically stable linear equation and
perturb it in several ways. At first we ask x(0) = 0 but this will change.
The equation is

(7) cDqx = f(t) − kg(t, x(t)), x(0) = 0, 0 < q < 1,

where k is a positive constant, g : [0,∞) × < → <, f : [0,∞) → <
with both f and g continuous,

(8) xg(t, x) ≥ 0

for t ≥ 0 and x ∈ <. Define

(9) F (t) :=
1

Γ(q)

∫ t

0

(t − s)q−1f(s)ds.

Often we will ask that

(10)

∫ ∞

0

F 2(t)dt < ∞,

but for resolvent theory we often ask F bounded, while in the final
section we ask F ∈ L2p

for a positive integer p.
The Caputo equation (7) will be inverted as

(11) x(t) = F (t) − k

Γ(q)

∫ t

0

(t − s)q−1g(s, x(s))ds.

To relate this to the earlier discussion regarding physical problems, this
is exactly the equation Miller [19, p. 209] considers and perturbs for
his study in Theorem 6.1 on p. 210. Our methods and conclusions are
far different than his.

When (10) is required, it is still true that F can be an arbitrarily
large perturbation and it is persistent. We have x(0) = 0 and then
we apply F . Condition (10) is easy to state and accept, but hard to
understand. It forces conditions on q which we progressively improve
as we work through the paper. At the end of the paper we give an
appendix with some explanation. It is recommended that the reader
review that information periodically.

4. Bounds on the singularity

In an earlier study [7] on singularity of convex kernels we noted
that two properties are fundamental. When we construct a Liapunov
functional for (11) it is critical that F ∈ L2[0,∞). Moreover, when
g(t, x) = x then we study the resolvent equation by means of the
Liapunov functional. To show the reader what must be done with a
more general kernel, we will write C(t, s) in place of (t−s)q−1 and then
restate the result in terms of this kernel.
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The Liapunov theory which we developed in [7] requires positive
constants α, β with α + β < 1 and for some ε > 0 then for C(t, s) =
(t − s)q−1 we must have

(12)

∫ s+ε

s

[εCs(u, u − ε) + C(u, u − ε) + |C(u, s)|]du < α

for ε ≤ s < ∞ and

(13) C(t, t − ε)ε +

∫ t

t−ε

|C(t, s)|ds < β

for ε ≤ t < ∞. The absolute value on C is needed since, in the general
case, we have no sign specified at t = s. For the present problem that
is not needed.

Much of the work in this section follows that in [7], as we said in the
introduction, but here is a significant difference and a real simplifica-
tion. We now show that these conditions automatically hold for our
present problem.

Theorem 4.1. If C(t, s) = (t − s)q−1 where 0 < q < 1 then for each
fixed q there is an ε > 0 for which (12) and (13) hold for α = β = 1/4.

Proof. Note that Cs(u, u− ε) = Cs(ε) = (1− q)εq−2, C(u, u− ε) = εq−1,
while |C(u, s)| = (u − s)q−1. Thus, (12) is

∫ s+ε

s

[(1 − q)εq−1 + εq−1 + (u − s)q−1]du = (2 − q)εq +
(u − s)q

q

∣∣∣∣
s+ε

s

= (2 − q)εq +
εq

q

= (2 − q +
1

q
)εq < 1/4

if ε is sufficiently small and q ∈ (0, 1) is fixed.
Next, (13) is

εq +

∫ t

t−ε

(t − s)q−1ds = εq − (t − s)q

q

∣∣∣∣
t

t−ε

= εq +
εq

q

= (1 +
1

q
)εq < 1/4

for ε small and q ∈ (0, 1), a fixed number. �

5. Stability

Much of this section is a major application of [7] to the Volterra
equation obtained from the fractional differential equation. It is an
introduction to Liapunov theory for integral equations. Our first results
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rest on the Liapunov functional defined for some ε > 0 and for t ≥ ε
by

V (t, ε) =

∫ t−ε

0

Cs(t, s)

( ∫ t

s

H(u, x(u))du

)2

ds

+ C(t, 0)

(∫ t

0

H(u, x(u))du

)2

(14)

where

(15) H(t, x(t)) =
k

Γ(q)
g(t, x(t)), C(t, s) = (t − s)q−1.

With C defined in this way and for 0 ≤ s ≤ t−ε, t < ∞, and 0 < q < 1
we have

(16) C(t, s) ≥ 0, Cs(t, s) ≥ 0, Cst(t, s) ≤ 0, Ct(t, 0) ≤ 0.

As s ≤ t − ε or ε ≤ t − s, both Cs and Cst are continuous.
Liapunov functionals often occur in a very natural way. This one

is derived from (11) by squaring the equation, integrating by parts,
and using the Schwarz inequality. Details are found in [5, p. 65] for
a general convex kernel. (A version for integrodifferential equations
was constructed by Levin [17] based on a suggestion of Volterra.) It
is ”perfect” in the sense that it will unite with the integral equation
exactly with no inequalities required. The ε was introduced in [7] to
avoid differentiating at the singularity, thereby introducing an error
term which destroyed the perfection; however, Theorem 4.1 shows that
the error tends to zero without changing the problem, restoring the
perfection.

No chain rule
In the classical theory we have an ordinary differential equation,

x′ = G(t, x), and we construct a Liapunov function, V (t, x), which
is totally unrelated to the differential equation. We may examine it
and establish such properties as positive definite or radially unbounded
without ever consulting x′ = G(t, x). The two are united as follows: If
x is a soluton of x′ = g(t, x) then W (t) := V (t, x(t)) and

W ′(t) =
dW

dt
= gradV · G +

∂V

∂t
.

If V were so shrewdly constructed that W ′(t) ≤ 0 and if V is positive
definite, then the zero solution is stable; if V is radially unbounded,
then all solutions are bounded. Everything hinges on the chain rule
and the independent properties of V . NONE OF THIS IS TRUE IN
OUR WORK HERE! Our Liapunov functional is defined by (14). If
x : [0,∞) → < is ANY continuous function then we can differentiate
V (t, ε) by Leibniz’s rule. That is precisely what we will see through
all the display sets in the proof of Theorem 5.1 until we come to the
last display. That derivative of V will be correct for any continuous
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function, x. But, in particular, it is true when x solves (11); that
equation is

∫ t

0

C(t, s)H(s, x(s))ds = F (t) − x(t)

and the Liapunov functional was so shrewdly constucted that this in-
tegral occurs in the derivative of V and so we replace that integral by
F (t) − x(t). Now, the Liapunov functional is united to the integral
equation and that derivative of the Liapunov functional is valid for
the solution of the integral equation. No more can we say that the
derivative is valid for any continuous function, x.

Those investigators familiar with the pioneering work done by Krasovskii
[20] in the 1950s constructing Liapunov functionals for delay equations
will recall that this was precisely the technique devised to convert the
functional equation to a pointwise equation. That allowed Krasovskii
to compare function to function, as opposed to the Razumikhin tech-
nique of comparing functions to functionals. Krasovskii’s construction
actually offered a way to extend Liapunov theory to integral equations
as early as the mid 1950s, but neither he nor anyone else recognized it
until 1992. It allows us to avoid the chain rule and the aforementioned
supremum technique of the Lakshmikantham school.

The perfection of having exactly that last displayed integral occur-
ring in the derivative of the Liapunov functional is very fruitful, but it
is generally more than can be expected and much more than is needed.
In this paper we will see a Liapunov functional united to an integral
equation in three very different ways. A fourth way is seen in [7], proof
of Theorem 5.1. A fifth way is seen in [5, pp. 62-63]. Historically, we
have said that the aforementioned technique of Krasovskii is an art;
precisely that same art is used here to replace the chain rule.

Theorem 5.1. Let (8) and (16) hold. Let x be a continuous solution
of (11) on [0,∞), let (14) be defined with this x, and let ε > 0 be chosen
so that (12) and (13) hold. Then

dV (t, ε)

dt
≤ 2H(t, x(t))

[
F (t) − x(t) + C(t, t − ε)

∫ t

t−ε

H(u, x(u))du

−
∫ t

t−ε

C(t, s)H(s, x(s))ds

]
+ Cs(t, t − ε)

( ∫ t

t−ε

H(u, x(u))du

)2

.

(17A)

This is our general relation for integral equations.
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Specializing to our problem for C(t, s) and H(t, x) yields

dV (t, ε)

dt
≤ (1 − q)εq−2

( ∫ t

t−ε

k

Γ(q)
g(u, x(u))du

)2

+ 2
k

Γ(q)
g(t, x(t))

[
εq−1

∫ t

t−ε

k

Γ(q)
g(u, x(u))du−

∫ t

t−ε

(t − s)q−1 k

Γ(q)
g(s, x(s))ds

]

+ 2
k

Γ(q)
g(t, x(t))[F (t) − x(t)].

(17B)

Factoring out k2

Γ2(q)
yields

dV (t, ε)

dt
≤ k2

Γ2(q)

[
(1 − q)εq−2

( ∫ t

t−ε

g(u, x(u))du

)2

+ 2g(t, x(t))

(
εq−1

∫ t

t−ε

g(u, x(u))du−
∫ t

t−ε

(t − s)q−1g(s, x(s))ds

)

+ 2g(t, x(t))[F (t) − x(t)]
Γ(q)

k

]
.

(17)

Proof. For t ≥ ε we have Ct(t, 0) ≤ 0 and Cst(t, s) ≤ 0 when 0 ≤ s ≤
t − ε so by Leibniz’s rule we have

V ′(t, ε) ≤ Cs(t, t − ε)

( ∫ t

t−ε

H(u, x(u))du

)2

+ 2H(t, x(t))

∫ t−ε

0

Cs(t, s)

∫ t

s

H(u, x(u))duds

+ 2H(t, x(t))C(t, 0)

∫ t

0

H(u, x(u))du.

Integrating the next-to-last term by parts yields

2H(t, x(t))

∫ t−ε

0

Cs(t, s)

∫ t

s

H(u, x(u))duds

= 2H(t, x(t))

[
C(t, s)

∫ t

s

H(u, x(u))du

∣∣∣∣
t−ε

0

+

∫ t−ε

0

C(t, s)H(s, x(s))ds

]

= 2H(t, x(t))

[
C(t, t − ε)

∫ t

t−ε

H(u, x(u))du− C(t, 0)

∫ t

0

H(u, x(u))du

+

∫ t−ε

0

C(t, s)H(s, x(s))ds

]
.
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Thus,

V ′(t, ε) ≤ Cs(t, t − ε)

( ∫ t

t−ε

H(u, x(u))du

)2

+ 2H(t, x(t))

[
C(t, t − ε)

∫ t

t−ε

H(u, x(u))du +

∫ t−ε

0

C(t, s)H(s, x(s))ds

]

= Cs(t, t − ε)

( ∫ t

t−ε

H(u, x(u))du

)2

+ 2H(t, x(t))

[
C(t, t − ε)

∫ t

t−ε

H(u, x(u))du +

∫ t

0

C(t, s)H(s, x(s))ds

−
∫ t

t−ε

C(t, s)H(s, x(s))ds

]

(Now, use (11) and trade

∫ t

0

C(t, s)H(s, x(s))ds for F (t) − x(t)).

( Not only will it unite (11) and V , but will give us a negative definite term.)

= Cs(t, t − ε)

( ∫ t

t−ε

H(u, x(u))du

)2

+ 2H(t, x(t))

[
C(t, t − ε)

∫ t

t−ε

H(u, x(u))du−
∫ t

t−ε

C(t, s)H(s, x(s))ds

]

+ 2H(t, x(t))[F (t) − x(t)]

= (1 − q)εq−2

( ∫ t

t−ε

k

Γ(q)
g(u, x(u))du

)2

+ 2
k

Γ(q)
g(t, x(t))

[
εq−1

∫ t

t−ε

k

Γ(q)
g(u, x(u))du−

∫ t

t−ε

(t − s)q−1 k

Γ(q)
g(s, x(s))ds

]

+ 2
k

Γ(q)
g(t, x(t))[F (t) − x(t)]

as required. �

Three relations will be needed for us to parlay this Liapunov func-
tional derivative into a qualitative result for a solution of (11). First, we
must be able to estimate the relation between xg(t, x) and g2(t, x). Our
conditions (12) and (13) will allow such strongly singular kernels that
it is not a great surprise to need g(t, x) bounded by a linear function.
We ask that

(18)
Γ(q)

k
xg(t, x) ≥ g2(t, x).

Note that (18) defines sectors Γ(q)
k
|x| ≥ |g(t, x)|; as q ↓ 0 the sector

approximates the first and third quadrants. That property will vanish
entirely when we study the resolvent and we do not have an interpre-
tation of why that should occur.
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Existence. Concerning existence theory, mild singularities such
as C(t, s) = (t − s)−p for 0 < p < 1 offer no existence problems
at all when g is Lipschitz since in contraction mapping arguments∫ t

0
C(t, s)g(s, φ(s))ds is continuous whenever φ is continuous. We use

a weighted norm to get existence on an arbitrary interval [0, T ]. See
Becker [3] or Windsor [27] for simple and recent treatments of existence
in the presence of such singularities. Miller [19] gives very general con-
ditions for existence of solutions and there are other special existence
results scattered throughout the literature. It would be a distraction
and a limitation to repeat them here. To keep the focus on what is
fundamentally new here, we simply work with problems in which a
solution is known to exist.

Theorem 5.2. Let x be a continuous solution of (11) on [0,∞) and
let (16) and (18) hold. If, in addition, F ∈ L2[0,∞) so are g(t, x(t))

and g(t, x(t)) − Γ(q)
k

F (t).

Proof. Recall that we have shown that (12) and (13) hold. We begin
by organizing the derivative of V which we computed in (17). First,
by the Schwarz inequality we have

Cs(t, t − ε)

( ∫ t

t−ε

H(u, x(u))du

)2

≤ εCs(t, t − ε)

∫ t

t−ε

H2(u, x(u))du.

Next,

|2H(t, x(t))C(t, t−ε)

∫ t

t−ε

H(u, x(u))du| ≤ C(t, t−ε)

∫ t

t−ε

[H2(t, x(t))+H2(u, x(u))]du

and

|2H(t, x(t))

∫ t

t−ε

C(t, s)H(s, x(s))ds| ≤
∫ t

t−ε

C(t, s)[H2(t, x(t))+H2(s, x(s))]ds.

Starting with (17A) we have

dV (t, ε)

dt
≤ 2H(t, x(t))[F (t) − x(t)] + C(t, t − ε)

∫ t

t−ε

(H2(t, x(t)) + H2(u, x(u)))du

+

∫ t

t−ε

C(t, s)[H2(t, x(t)) + H2(s, x(s))]ds + εCs(t, t − ε)

∫ t

t−ε

H2(u, x(u))du

or

dV (t, ε)

dt
≤ 2H(t, x(t))[F (t) − x(t)] +

[
εC(t, t − ε) +

∫ t

t−ε

C(t, s)ds

]
H2(t, x(t))

+

∫ t

t−ε

[C(t, t − ε) + C(t, s) + εCs(t, t − ε)]H2(s, x(s))ds.

(19A)
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This is our general relation for integral equations. Specializing to our
problem, we have from (15) that

dV (t, ε)

dt
≤ 2k

Γ(q)
g(t, x(t))[F (t) − x(t)]

+

[
εεq−1 +

∫ t

t−ε

(t − s)q−1ds

]
k2

Γ2(q)
g2(t, x(t))

+

∫ t

t−ε

[εq−1 + (t − s)q−1 + ε(1 − q)εq−2]
k2

Γ2(q)
g2(s, x(s))ds

or

dV (t, ε)

dt
≤ 2k

Γ(q)
g(t, x(t))[F (t) − x(t)] + [εq +

εq

q
]

k2

Γ2(q)
g2(t, x(t))

+

∫ t

t−ε

[εq−1 + (1 − q)εq−1 + (t − s)q−1]
k2

Γ2(q)
g2(s, x(s))ds(19B)

This is our general expression for V ′ with our problem (11). There are
many forms for the first term used here and we now make a special
choice. From (18) we have

2g(t, x(t)[F (t) − x(t)]
Γ(q)

k
≤ 2g(t, x(t))F (t)

Γ(q)

k
− 2g2(t, x(t))

= −g2(t, x(t)) −
[
g(t, x(t)) − Γ(q)

k
F (t)

]2

+
Γ2(q)

k2
F 2(t).

Using this in (19B) yields

dV (t, ε)

dt
≤

[
− g2(t, x(t)) − [g(t, x(t)) − Γ(q)

k
F (t)]2

]
k2

Γ2(q)

+ F 2(t) + εq(1 +
1

q
)g2(t, x(t))

k2

Γ2(q)

+

∫ t

t−ε

[εq−1(2 − q) + (t − s)q−1]g2(s, x(s))ds
k2

Γ2(q)

or

dV (t, ε)

dt
≤ k2

Γ2(q)

[
− g2(t, x(t)) − [g(t, x(t)) − Γ(q)

k
F (t)]2

]
+ F 2(t)

+

[
εq(1 +

1

q
)g2(t, x(t)) +

∫ t

t−ε

[εq−1(2 − q) + (t − s)q−1]g2(s, x(s))ds

]
k2

Γ2(q)
.

We now innvoke (12) and (13) to find ε, α, and β and use Theorem
4.1 on the last line of that display. The first term is bounded by
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βg2(t, x(t)) so that we have

V ′(t, ε) ≤
[
Γ2(q)

k2
F 2(t) − (g(t, x) − Γ(q)

k
F (t))2 − (1 − β)g2(t, x)

+

∫ t

t−ε

[εq−1(2 − q) + (t − s)q−1]g2(s, x(s))ds

]
k2

Γ2(q)
.(19)

In the last expression, integrate from ε to t, interchanging the order of
integration by the Hobson-Tonelli test. We have

∫ t

ε

∫ u

u−ε

[εq−1(2 − q) + (u − s)q−1]g2(s, x(s))dsdu

≤
∫ t

0

∫ s+ε

s

[εq−1(2 − q) + (u − s)q−1]dug2(s, x(s))ds

≤ α

∫ t

0

g2(s, x(s))ds

using (12) and Theorem 4.1. This now yields

V (t, ε) ≤ V (ε, ε) +

[∫ t

ε

Γ2(q)

k2
F 2(u)du−

∫ t

ε

(g(s, x(s)) − Γ(q)

k
F (s))2ds

−(1 − α − β)

∫ t

ε

g2(u, x(u))du + α

∫ ε

0

g2(u, x(u))du

]
k2

Γ2(q)
.

We assumed x(t) exists so V (ε, ε) is finite, while V (t, ε) ≥ 0. Put the
negative terms on the left to finish the proof. �

Remark. In the last inequality we note that for M a positive con-
stant we see an approximation to the relation

∫ t

ε

(g(s, x(s)) − Γ(q)

k
F (s))2ds ≤ M

∫ t

ε

Γ2(q)

k2
F 2(u)du.

Thus, g(t, x(t)) − Γ(q)
k

F (t) gets small infinitely often. In Cor. 6.4 we
see that |x(t) − F (t)| → 0. We are acquiring very precise information
about the solution of (11). In examining that relation, (9) shows that
Γ(q) is the denominator of F .

6. The resolvent and perturbations

Much of the last section was an application of the work in [7] for our
fractional equation and a general introduction to Liapunov functionals
for integral equations. But from here onward we leave that paper.
Return to (7) and suppose that x(0) is arbitrary, that g(t, x) = x +
G(t, x) where G : [0,∞) × < → < is continuous, and that there is a
continuous function φ : [0,∞) → [0,∞) with

(20) |G(t, x)| ≤ φ(t)|x|.
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Our counterpart of (11) is

(21) x(t) = x(0) + F (t) − k

Γ(q)

∫ t

0

(t − s)q−1[x(s) + G(s, x(s))]ds.

Denote

(22) C(t) =
k

Γ(q)
tq−1

so that for any T > 0 we have the critical property that

(23)

∫ T

0

|C(u)|du < ∞.

We now refer to a lengthy study detailed in Miller [19] extending
from p. 193 to p. 222. For us it begins on p. 221 where it is noted
that for C(t) defined in (22) then

(24) C(t) is completely monotone on (0,∞)

in the sense that (−1)kC(k)(t) ≥ 0 for k = 0, 1, 2, ... and t ∈ (0,∞).
Moreover C(t) satisfies the conditions of Miller’s Theorem 6.2 on p.
212. That theorem states that if the resolvent equation for the kernel
C is

(25) R(t) = C(t) −
∫ t

0

C(t − s)R(s)ds

then that resolvent kernel, R, satisfies

(26) 0 ≤ R(t) ≤ C(t) for all t > 0 so as t → ∞ then R(t) → 0

and that

(27) C /∈ L1[0,∞) =⇒
∫ ∞

0

R(s)ds = 1.

Continuing on to pp. 221-224 (Theorem 7.2) we see that R is also
completely monotone.

Next, under the conditions here, it is shown in Miller [19, pp. 191-
207] that (21) can be decomposed into

(28) y(t) = x(0) + F (t) −
∫ t

0

C(t − s)y(s)ds

and, having found y(t), then the solution x(t) of (21) solves

(29) x(t) = y(t) −
∫ t

0

R(t − s)G(s, x(s))ds.

Something quite remarkable has happened. The kernel in (21)
is not integrable on [0,∞), but in (29) it is replaced, not only by an
integrable kernel, but the value of the integral is one and the new kernel
is also completely monotone. Among the many useful properties that
(29) has, we will see that the requirement (18) is not needed in (29).
The term k

Γ(q)
has been absorbed and now is seen only in F (t). A long
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line of results applies to (29), including the oldest and most elementary
result in all of integral equation theory.

First, notice that the variation of parameters formula for (28) em-
ploys (25) and yields

(30) y(t) = x(0) + F (t) −
∫ t

0

R(t − s)[x(0) + F (s)]ds.

From this we obtain several corollaries to (26) and (27).
Main note. In this section all of our conclusions, based on the use

of the resolvent in the variation of parameters formula on the nonlinear
equation, turn out to be of the L∞ type. By contrast, in Section 8 all of
our conclusions will be based on using R to form a Liapunov functional
and those conclusions will be of the Lp type.

Corollary 6.1. Let (26) and (27) hold. Then

(31) x(0) −
∫ t

0

R(t − s)x(0)ds → 0,

(32) F (t) → 0 as t → ∞ implies

∫ t

0

R(t − s)F (s)ds → 0,

(33) if F is bounded so is y,

and

x(0) = 0 &F ∈ L2[0,∞) =⇒
y ∈ L2[0,∞) and y(t) − F (t) → 0 as t → ∞.(34)

Conclusions (31) and (33) are obvious, while (32) follows from the
fact that the convolution of an L1 function with a function tending to
zero does, itself, tend to zero. To see (34), we have

(1/2)y2(t) ≤ F 2(t) +

( ∫ t

0

R(t − s)F (s)ds

)2

≤ F 2(t) +

∫ t

0

R(t − s)ds

∫ t

0

R(t − s)F 2(s)ds

and that last integral is an L1 function, being the convolution of two L1

functions. (For reference in the appendix, if we square our inequality

again we have y4 and F 4.) In the same way, (y(t)− F (t))2 ≤
∫ t

0
R(t −

s)F 2(s)ds → 0 as t → ∞
From (33) we obtain an elementary result which would not have been

expected from examining (1) because C /∈ L1[0,∞).

Corollary 6.2. If F is bounded and if there is an α < 1 with
∫ t

0

R(t − s)φ(s)ds ≤ α
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then x(t) is bounded. This holds if |φ(t)| ≤ α.

Proof. We have y(t) bounded by our remarks regarding (30). Thus,
by way of contradiction, if x is not bounded then there is a sequence
{tn} ↑ ∞ with |x(t)| ≤ |x(tn)| for 0 ≤ t ≤ tn and |x(tn)| ↑ ∞. Then

|x(tn)| ≤ ‖y‖+

∫ tn

0

R(tn − s)φ(s)|x(s)|ds ≤ ‖y‖ + α|x(tn)|,

a contradiction. �

If we had attempted this with (11), asking that |g(t, x)| ≤ α|x|,
we would have been stopped both by the magnitude of k/Γ(q) and

the divergence of
∫ t

0
C(t − s)ds. Both difficulties vanished because we

transformed to (29).

Corollary 6.3. Let F (t) be bounded and suppose that

φ(t) = φ1(t) + φ2(t)

where |φ1(t)| ≤ α < 1 and φ2(t) → 0 as t → ∞ or φ2 ∈ L1[0,∞).
Then x(t) is also bounded.

Proof. By (33) y(t) is bounded. Find {tn} as in the above proof and
note that

|x(tn)| ≤ ‖y‖+ |x(tn)|
∫ tn

0

R(tn − s)[|φ1(s)| + |φ2(s)|]ds

≤ ‖y‖+ |x(tn)|[α +

∫ tn

0

R(tn − s)|φ2(s)|ds].

For either alternative, the integral tends to zero and so for large tn that
integral is smaller than (1 − α)/2. This is a contradiction. �

Corollary 6.4. If y is bounded and if φ ∈ L2[0,∞), then x(t) → y(t)
as t → ∞. If, in addition, F ∈ L2[0,∞) and x(0) = 0, then x(t) →
y(t) → F (t) as t → ∞.

Proof. We first show that x is bounded. By way of contradiction, if x
is not bounded then find the sequence tn as in the above proof so that

|x(tn)| ≤ ‖y‖ + |x(tn)|
∫ tn

0

R(tn − s)φ(s)ds

≤ ‖y‖ + |x(tn)|

√∫ tn

0

R(tn − s)ds

∫ tn

0

R(tn − s)φ2(s)ds

and the last term is the convolution of an L1-function with a function
tending to zero so it tends to zero, a contradiction to |x(tn)| being
unbounded.
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As x(t) is bounded,

|x(t) − y(t)| ≤ ‖x‖
∫ t

0

R(t − s)φ(s)ds

≤ ‖x‖

√∫ t

0

R(t − s)ds

∫ t

0

R(t − s)φ2(s)ds

and this tends to zero, so x(t) → y(t) as t → ∞. But by (34), y(t) →
F (t). �

7. The Liapunov functional revisited

Consider now inequality (18) and notice that for fixed k, as q → 0
then the condition on g relaxes, but as k → ∞ then the condition
becomes very severe. Note that in (28) Γ and k are in F (t). As R is
completely monotone, we could attempt to apply the Liapunov func-
tional defined in (14) to (29), but there are two reasons why we would
not want to do so in this particular problem. It could happen that
this would be desired under other conditions so we note what must be
done. First, we must ask that

xG(t, x) ≥ G2(t, x) and y ∈ L2[0,∞)

and that is not desirable here because we take G to be a perturbation
and we do not want to restrict it to xG(t, x) ≥ 0. Next, the counterpart
of Theorem 4.1 when C is replaced by R may be nontrivial. We leave
it to the interested reader and move on to a new Liapunov functional
which is consistent with the idea of G being more arbitrary.

8. Another Liapunov functional

The fact that
∫ ∞
0

R(u)du = 1 leads us to the possibility of new
Liapunov functionals for (29) of the form

(35) V (t, ε) =

∫ t

0

∫ ∞

t−s+ε

R(u)du|G(s, x(s))|pds,

where p is some positive integer, in case

(36) x(0) = 0 and |G(t, x)| ≤ α|x|, α < 1.

That Liapunov functional was introduced in [4] in a far more general
form than is used here. It is an Lp counterpart of Corollary 6.2 which
asks the unnatural property that F be bounded.

The following lemma is simple for this problem, but is a fundamental
problem in the general case discussed in [4].

Lemma 8.1. Let x solve (29) where R solves (25) so that (26) and
(27) hold. Then for ε > 0

sup
0≤s≤t<∞

∫ t

s

|R(u + ε − s) − R(u − s)|du → 0
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as ε → 0.

Proof. We can write the integral as
∫ t−s

0

[R(v) − R(v + ε)]dv ≤
∫ t

0

[R(v) − R(v + ε)]dv

by a change of variable and dropping the absolute values since R is
positive and decreasing by the complete monotonicity. The supremum
occurs as t → ∞. For t > 2ε we have∫ t

0

[R(v) − R(v + ε)]dv =

∫ t

0

R(v)dv −
∫ t

0

R(v + ε)dv

=

∫ t

0

R(v)dv −
∫ ε+t

ε

R(v)dv

=

∫ ε

0

R(v)dv +

∫ t

ε

R(v)dv −
∫ t

ε

R(v)dv −
∫ t+ε

t

R(v)dv

≤ k

Γ(q)

∫ ε

0

vq−1dv −
∫ t+ε

t

R(v)dv

=
k

Γ(q)

vq

q

∣∣∣∣
ε

0

−
∫ t+ε

t

R(v)dv

=
k

Γ(q)

εq

q
−

∫ t+ε

t

R(v)dv.

As ε → 0 the first term tends to zero. As the integral of R converges,
the last term tends to zero as t → ∞ for any fixed ε. �

The role of the coordinates t and s

We now offer a pair of results with an interesting connection to Corol-
lary 6.2. Notice that we are integrating the kernel with respect to s, we
are asking F bounded, and we are obtaining the solution, x, bounded.
This is a form of the oldest result in integral equation theory. It is
found, for example, in the classic book of Corduneanu [10, p. 127].
In [8] we argue that there are parallel theories of integral equations:
integration of the s coordinate of the kernel is associated with a Razu-
mikhin technique and yields solutions in L∞, while integration of the
t coordinate of the kernel is associated with a Liapunov technique and
yields the solution in Lp. Thus, in the case of a convolution kernel, the
integrations are equivalent and yield both the L∞ result of Corollary
6.2 and the Lp results which we now display.

The first inequality in the proof of the next theorem can be iterated
and the result is actually true for y ∈ L2p

and p is any positive integer.
The details are discussed in the proof below and also in the appendix.
The proof will show another way in which the Liapunov functional and
the integral equation are united without using the chain rule. The
appendix will show that in this theorem we need 0 < q < 1/2, but as
we let p → ∞ we pick up the entire interval 0 < q < 1.
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Theorem 8.2. Let x solve (29) so that (26) and (27) hold. Let (36)
be satisfied. If y ∈ L2[0,∞), so is G(t, x(t)).

Proof. More work is required to unite the Liapunov functional with the
integral equation. In (35) we now have p = 2 and we will contrive a

derivative of V including the term
∫ t

0
R(t − s)G2(s, x(s))ds. We must

work with (29) to obtain that term. Here are the details. For any ε > 0
we can find M > 0 so that

x2(t) ≤ My2(t) + (1 + ε)

( ∫ t

0

R(t − s)G(s, x(s))ds

)2

≤ My2(t) + (1 + ε)

∫ t

0

R(t − s)ds

∫ t

0

R(t − s)G2(s, x(s))ds

or

(37) x2(t) ≤ My2(t) + (1 + ε)

∫ t

0

R(t − s)G2(s, x(s))ds.

If we had y ∈ L4 we would have taken p = 4 and we would have
iterated the above process and obtained

∫ t

0
R(t − s)G4(s, x(s))ds. (See

the appendix. This will allow 0 < q < 3/4.) For a general p, see [5, p.
62].

Let V be defined by (35) with p = 2 and obtain

V ′(t, ε) =

∫ ∞

ε

R(u)duG2(t, x(t)) −
∫ t

0

R(t + ε − s)G2(s, x(s))ds

(prepare to use (37))

≤ G2(t, x(t)) −
∫ t

0

R(t − s)G2(s, x(s))ds

+

∫ t

0

[R(t − s) − R(t + ε − s)]G2(s, x(s))ds

(use (37) and note that the sense of V ′ is unchanged)

≤ G2(t, x(t)) +
1

1 + ε
[My2(t) − x2(t)]

+

∫ t

0

[R(t − s) − R(t + ε − s)]G2(s, x(s))ds,

as seen in the above display. But x2(t) ≥ G2(t, x(t))/α2 where α < 1,
as seen in (36). This yields

V ′(t, ε) ≤ G2(t, x(t)) +
M

1 + ε
y2(t) − 1

α2(1 + ε)
G2(t, x(t))

+

∫ t

0

[R(t − s) − R(t + ε − s)]G2(s, x(s))ds.
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But α < 1 so we can take ε so small that 1− 1
α2(1+ε)

= −µ, for some
µ > 0.

If we integrate from 0 to t the last term is
∫ t

0

∫ u

0

[R(u − s) − R(u + ε − s)]G2(s, x(s))dsdu

=

∫ t

0

∫ t

s

[R(u − s) − R(u + ε − s)]duG2(s, x(s))ds

by the Hobson-Tonelli test. For a sufficiently small ε by Lemma 8.1 we
have

∫ t

s
[R(u − s) − R(u + ε − s)]du < µ/2. This yields

0 ≤ V (t, ε) ≤ V (0, ε) − µ

2

∫ t

0

G2(s, x(s))ds +
M

1 + ε

∫ t

0

y2(s)ds.

�

9. Another choice

Much of Sections 6 and 8 concerned the linear equation. The next
section discusses the difficulties that arise with F in that treatment. We
can avoid those by going directly to the nonlinear equation as follows;
y(t) will be zero. Changing notation, we consider

(38) cDqx = −kg(t, x(t)), x(0) = 0, 0 < q < 1,

with

(39) g(t, x(t)) = x(t) + f(t) + G(t, x(t))

so that

(40) x(t) = − k

Γ(q)

∫ t

0

(t − s)q−1[x(s) + f(s) + G(s, x(s))]ds.

Separate the equation as

(41) y(t) = x(0) −
∫ t

0

k

Γ(q)
(t − s)q−1y(s)ds, x(0) = 0,

and

(42) x(t) = y(t) −
∫ t

0

R(t − s)[f(s) + G(s, x(s))]ds.

Notice that y(t) = 0 and define

(43) L(t) = −
∫ t

0

R(t − s)f(s)ds.

If f ∈ L1, so is L. If f ∈ L2, so is L. We can go through a discussion
parallel to the one given in Sections 6 and 8.
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10. Appendix: F, y, G ∈ L2p and 0 < q < 1

Several of our main results have asked for (10) to hold, while others
ask for F to be bounded or tend to zero. We will discuss variations
here closely related to statements in the proof of Theorem 8.2.

The function f in (7) is continuous and 0 < q < 1 so for (9) the
improper integral

Γ(q)F (t) =

∫ t

0

(t − s)q−1f(s)ds

converges and so F (t) is continuous. There is a progression of results.
We will see that for (10) we need 0 < q < 1/2. In the proof of Theorem
8.2 we discussed y ∈ L2p

, requiring F ∈ L2p
, and that will allow 0 <

q < 1 − 1
2p → 1 as p → ∞.

We start slowly. To see what is required for F ∈ L2[0,∞) we study
an example. Let T be an arbitrarily large positive number and let
f : [0,∞) → < be an arbitrary continuous function with the exception
that f(t) = 0 on [T − 1,∞).

For t ≥ T we have

Γ(q)F (t) =

∫ T−1

0

(t − s)q−1f(s)ds = tq−1

∫ T−1

0

(1 − s

t
)q−1f(s)ds

and we see that on [T,∞) both F (t) and the last integrand are contin-
uous. Moreover, there is a positive number J with

∫ ∞

T

(Γ(q)F (t))2dt ≤ J2

∫ ∞

T

t2(q−1)dt

= J2 t2q−1

2q − 1

∣∣∣∣
∞

T

=
J2T 2q−1

1 − 2q
≤ J2

1 − 2q

since 0 < q < 1/2.
We have learned that if we want (10) to hold for an arbitrary con-

tinuous f ∈ Lp[0,∞) for some p ∈ [0,∞], then a necessary condition
is 0 < q < 1/2. There is more to be learned. We noted after (9) that
if f ∈ L1[0,∞) then F (t) → 0 as t → ∞. Thus, we would expect that
F ∈ L2p

[0,∞) would relax 0 < q < 1/2, and it does.
To see this, consider the remark after (37) in the proof of Theorem

8.2. If we need G ∈ L4 then we must have y ∈ L4 and we will obtain
that by asking F ∈ L4. (We repeat the process whereby we obtained
(34).) A necessary condition for that conclusion is obtained from the
calculation ∫ ∞

T

t4(q−1)dt < ∞

which holds if 0 < q < 3/4.
Continuing as discussed in the proof of Theorem 8.2, for G ∈ L2p

we need y ∈ L2p
and so we need F ∈ L2p

which we can obtain if
0 < q < 1 − 1

2p . That last term tends to one as p tends to infinity.
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Thus, the methods here will finally offer necessary conditions to cover
any q in the whole interval 0 < q < 1.

Procedure for solving (7) with x(0) = 0, translated into (21).
Fix q ∈ (0, 1), let f ∈ L1[0,∞), and find F (t). For the given q, find
2p so that 0 < q < 1 − 1

2p . Verify that F ∈ L2p
; our work yields a

necessary condition, not a sufficient condition. Construct (35) with 2p

as the exponent of G and find V ′(t, ε). Construct the counterpart of
(37) with the square replaced by 2p. Use it in the derivative of V to
obtain the relations in the proof of Theorem 8.2. If F ∈ L2p

, then we
do get the same for y and G.
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