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1. INTRODUCTION

Krasnoselskii studied a paper of Schauder [16] and concluded (cf. Smart [18;p.31]):

PRINCIPLE: The inversion of a perturbed differential operator may yield the sum of a contraction and
a compact operator.

The inversion is then some kind of an integral equation and the solution of that equation calls
for a fixed point of a mapping. Krasnoselskii offered the following theorm as a prototype. Concerning
the terminology of compact mapping used in this theorem, Krasnoselskii is using the convention of
Smart [18;p. 25] to mean the following: Let A map a set M into a topological space X. If AM
is contained in a compact subset of X, we say that A is compact. In particular, M need not be
bounded. However, when we use the term elsewhere, we mean the standard term which says that
bounded sets are mapped into compact sets.

THEOREM 1. (Krasnoselskii[13]) Let M be a closed convex nonempty subset of a Banach space
(B, -1]). Suppose that A and B map M into B such that
(i) z,ye M = Az + By € M,

(ii) A is compact and continuous,

(iii) B is a contraction mapping.

Then 4 y € M with y = Ay + By.

When A is the zero operator, this is Banach’s fixed point theorem; when B is zero, this is
Schauder’s second fixed point theorem.

We have studied that principle in four papers ([2-5]) and find it to be valid in a wide setting.
The following five problems are typical examples. The separation of operators is clearly seen in
neutral integral equations which may arise from neutral functional differential equations which have
been discussed extensively in [9] and [14], for example. In the space allowed here we can offer few
details, but those can be found in the aforementioned papers. In particular, we obtain three fixed
point theorems parallel to that of Krasnoselskii.

PROBLEM 1. Given f(t,z) in C! with f(0,0) = 0 and g—i(o, 0) # 0, invert
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of of(t,z) dx

ot T @ e
and find the implicit function ¢ with f(¢, (t)) = 0, ¢(0) = 0. This problem has two well-known
solutions; Problem 5 extends it.

PROBLEM 2. Let a(t + T) = a(t), g(t+ T, z) = g(t, ), p(t + T) = p(t), eJo ~9ds = o < 1. Invert
2 = —a(t)z — g(t,2) 2)

and find a T-periodic solution.
PROBLEM 3. Let |a] <1, a > 0, h > 0, ¢ be continuous. Invert

¥ =ax'(t—h)+ax —q(t,z,z(t —h)) (3)
and find a solution for a given continuous initial function ¢.
PROBLEM 4. Let |a| <1,a>0,h >0, p(t+T)=p(t), gt +T,z,y) = g(t,z,y). Invert

¥ =ar'(t—h)+ax—g(t,z,x(t—h)) (4)
and find a T-periodic solution.

PROBLEM 5. Given f(t,z) in C? with £(0,0) =0, g—i(t, x) > 0 for (¢, z) near (0,0) and (¢, z) # (0,0).
Invert

of of(t,z) dx
oI T 5)
and find ¢ with ¢(0) =0 and f(t, ¢(t)) = 0.

2. SOLUTION OF PROBLEM 1
This is an interesting problem in view of Krasnoselskii’s theorem. It can be inverted using contraction
mappings (cf. Smart [18:p.6]) for a unique solution. On the other hand, Hartman [11;p.10] notes that

since g—i(O, 0) # 0, we can divide by that quantity and obtain a differential equation, say 2’ = G(t, z),
with G continuous so that the inversion is

x(t) :/0 G(s,z(s)ds;

and this will define a compact mapping of an appropriate set. There is a solution (not necessarily
unique!) by Schauder’s theorem. The details of finding M are given in Smart [18;pp.44-5].

3. SOLUTION OF PROBLEM 2

(:EeXp /0 " a(s) ds>, — g(t,2) exp /0 a(s) ds

Write (2) as



and integrate from t — T to t obtaining

x(t) =z(t—T)exp— /t_T a(s)ds (2%)

- /t iT o, 2(u)) [exp— /u a(s) ds] du.

If exp — ftt_T a(s)ds =a < 1 and if (B, | - ||) is the Banach space of continuous T-periodic functions
¢: R — R, then (2*) can be expressed as

p(t) = (Be)(t) + (Ap)(t)

where B is a contraction and A maps bounded subsets of B into compact subsets of B. In fact, B
can take a portion of the integral which might not be well-behaved in some sense. The above integral
maps bounded sets of T-periodic functions into equicontinuous sets.

Now (2*) is a typical example of

w(t) = ft,x(t =T) + /t_T 9(u, 2(u)) D(t, u)du ((2))

where f defines a contraction operator on a space of periodic functions, while g and D are continuous.
If g is small enough, then Krasnoselskii’s theorem readily applies. But if g is not small then a different
type of theorem is needed.

Krasnoselskii’s idea was to combine the Banach and Schauder fixed point theorems. In [5] we
sought to extend his idea by combining a result of Schaefer [15] on fixed points from a priori bounds
with Banach’s theorem. Schaefer’s result is for locally convex topological vector spaces, but the
formulation here is that of Smart [18;p.29].

THEOREM 2. (Schaefer[15]) Let (B, ] - ||) be a normed space, H a continuous mapping of B into B
which is compact on each bounded subset X of B. Then either
(i) the equation z = AHz has a solution for A = 1, or
(ii) the set of all such solutions z, for 0 < A < 1, is unbounded.
Our generalization may be stated as follows.

THEOREM 3. (Burton-Kirk([5]) Let (B,]| - ||) be a Banach space, A, B : B — B, B a contraction
with contraction constant o < 1, and A continuous with A mapping bounded sets into compact sets.
Fither
(i) z = AB(z/\) + AAx has a solution in B for A =1, or

(ii) the set of all such solutions, 0 < A < 1, is unbounded.

With that result we can obtain a strong conclusion for (2**) as follows.

Let (B,]| - ||) be the Banach space of continuous T-periodic functions ¢ : R — R with the
supremum norm. Consider (2**) and suppose there is a T' > 0 and « € (0, 1) with:

f(t"i'Tv:E):f(tv:E)v D(t—I—T,S—I—T):D(t,S), g(t"i'Tv:E):g(tv:E)v
t — h < s <t implies that Dg(t,t — h) > 0,
Dy (t,s) <0, D(t,t—h)=0,
[f(tz) = f(ty) < alz—yl, zg(t,z) >0,
Vk>0dP > 043 >0 with
2A[=(1 = a)zg(t, ) + klg(t, 2)|] < A[P = Blg(t, z)|],
f,g, and Dy are continuous.



THEOREM 4. ([5]) Under these conditions, (2**) has a T-periodic solution.
In proving this theorem we needed to establish a priori bounds for the homotopy equation

2(t) = Af (t, §> _ /\/tihD(t, $)g(s,2(s)) ds. (25

This is nontrivial and we give here a brief outline of how it is done. Full details are found in [5].
Suppose that x € B is a solution. Define

V(t) = A2 /tih D.(t, s) (/Stg(v,x(v)) dv>2 ds.

This is a type of Liapunov function obtained from (23*) by squaring = — Af, integrating by parts,
and using the Schwarz inequality.
Now Dy (t,s) <0 so

2

VI(t) < —A2Du(t,t — h) ( /t ih g0, 2(v)) dv>
+oA2g(t, ) /tihDs(t, 5) / o0, 2(0)) dvds.

Working with this, (23*), and integrating by parts we obtain

V() < 2Mg(t, x)l[elz] + k] — 2g(t, 2)}
= 2M[Jaxg(t, x)[ + klg(t, x)| — zg(t, )]
<2A[-(1 = a)ag(t, 2) + klg(t, 2)|]

for some k > 0. As a < 1, we find 8 > 0 and P > 0 with
V() < A[=Blg(t, x)| + P].
Thus, x € B implies V' € B so that
T
0=V(T)-V(0) < )\[—ﬁ/ lg(t, z(t))| dt + PT
0

or

T
/0 lg(t, 2(1))| dt < PT/

since A > 0. As g(t,z(t)) € B, there is an n > 0 with

/ lg(t, z(t))| dt < n.
t—h

Taking M = max |D(¢,s)| we finally have

—h<s<t<T
t
Af (t, ;) ' + A / D(t,s)g(s,x(s))ds
t—h
<alz(t)|+k+ Mn

(1) <




]l < (Mn + k) /(1 — ),

a suitable a priori bound.
The other conditions are routinely established.

4. SOLUTION OF PROBLEM 3
Write (3) as

(x —ax(t —h)) = alz — az(t —h)) + acx(t — h) — q(t,z, z(t — h)),

at

multiply by e~ and group terms as

[(z — ax(t — h))e_“t]’ = [aax(t — h) — q(t,z,z(t — h))]e*".
We search for a solution having the property that
(2(t) — ax(t —h))e ™ - 0ast — oo

so that an integration from ¢ to infinity yields

—(z(t) — ax(t — h))e * = /too laaz(s — h) — q(s, z(s), x(s — h))]e"*ds

and, finally .
xz(t) = ax(t —h) + /t la(s, z(s), 2(s — h)) — acx(s — h)]e“(t_s)ds. (3%)

A general form for such equations is

z(t) = f(z(t—h)) + /too Q(s,z(s),z(s — h))C(t — s)ds + p(t). (3*%)

We call this a neutral delay integral equation of advanced type and it is a very interesting
equation. It may have a solution on all of R or it may have a solution on [0, 00) generated by an
initial function ¢ on [—h,0]. In the latter case, notice that we can not obtain a local solution: we
must get the full solution on [0,00). Thus, we will need to employ a fixed point theorem to get
existence and that means that we will get a fixed point in the solution space; hence, we must know
in advance the form of the solution space. We study this problem in [2] and find that the solution
will have discontinuities at ¢ = nh, but the jumps will tend to zero as n — oo. (This is parallel
to solutions of functional differential equations smoothing (cf. El’sgol’ts [8]).)Equally important is
the need to know in advance the growth of the solution so that functions in the solution space will
have a weighted norm allowing such growth. We illustrate this in Problem 3 using only contraction
mappings for simplicity. In Remark 3 we tell how the problem can be solved using Krasnoselskii’s
result without the Lipschitz condition on @). In Problem 4 when we are seeking periodic solutions we
will use the sum of a contraction and compact map.

Thus, for (3**) we will suppose that

[f(z) = fy)l < ez —y[, 0<a<,



and for 0 <k <1

|Q(¢,0,0)| < 1,
Q, p, and C are continuous, / |C(—u)|du =: Cy < .
0
Suppose that there is a given initial function ¢ : [—h,0] — R which is continuous. The initial

value problem for (3**) asks that we find a function = : [—h,00) — R, denoted by xz(t,0, ), with
x(t,0,1) =1 (t) on [—h,0) and x satisfies (2) on [0, c0).

REMARK 1. If z(¢) = x(¢,0, ) is to be continuous at ¢t = 0, then we must have

2(0) = 9(0) = f(¢(=h)) + /OOO Q(s, 2(s), x(s — h))C(=s)ds + p(0).

Thus, for an arbitrary continuous %, a finite jump discontinuity at ¢ = 0 must be expected. Under
conditions to be given, the integral in (3**) will be continuous whenever z is piecewise continuous
and so, from (3**), we must expect x to have jump discontinuities at nh, for n = 1,2, ... This shows
us how to search for a solution on [0, c0).

First, examine p(t) and select a constant K > 0 and a continuous function
D :[—h,00) — [1,00) with

1ts>u_1;)h Ip(t)/D(t)| < oo and D(t — h)/D(t) < K.

The function D will be the weight for a norm on a Banach space.
Next, for D to be compatible with C(¢t — s) we will need

sup /too |C(t — s)|[D(s)/D(t)]ds < oc.

>0

Finally, we will want a mapping induced by (3**) to map piecewise continuous functions into
piecewise continuous functions. This will lead us to ask that

/t Qs pls), s — B)C(t — s)ds

be continuous whenever ¢ is piecewise continuous and ¢(t)/D(t) is bounded. It may be noted that
if ¢ is bounded and piecewise continuous then a classical theorem ([12;p.398]) says that this integral
is uniformly continuous. We ask that

VJ >0, if 0 <t <ty <J, then
/ C(t1 — 8) — Clts — )| D(s)ds — 0 as [ty — ta] — 0.
to
In order to have a contraction mapping we also need

aK + (E+(1-k)K) ig%)/too |C(t —s)|[D(s)/D(t)]ds =: p < 1.



Define
(B,]-Ip)
as the Banach space of functions ¢ : [—h,00) — R which are continuous on [(n — 1)h,nh) with

left-hand limits existing at nh and with the property that

le|p == sup |p(t)/D(t)| exists.
t>—h

THEOREM 5. ([2]) Let the stated conditions hold and let ¢ : [—h,0] — R be a given continuous
function. Then there is a unique x € B satisfying (3**) for ¢ > 0 and x(t) = ¢ (¢) on [—h,0).
The proof is a straightforward contraction mapping argument.

REMARK 2. If p(t +T) = p(t) and Q(t + T, z,y) = Q(t,x,y) then we can take D(t) = 1 and prove
that under the same conditions there is a unique periodic solution.

REMARK 3. (Exercise) If D(t) — oo as t — oo, then the Lipschitz condition on @ can be replaced by
|Q(t,z,y)| < (1+k|z|+ (1 —k)y|) and Krasnoselskii’s result can be used. The number p is defined in
the same way and the set M is readily found. The details of showing that bounded sets are mapped
into compact sets is similar to work found in Burton [1;p.170].

5. FIRST SOLUTION OF PROBLEM 4

We specialize (4) to

z(t) = ax(t — h) + / (B2 (s) +ya™ (s — h)C(t, s)ds + p(t) (47)
t
and write the corresponding homotopy equation as
o0) = a0+ 2| [ (32276 #9076 = 0)C(E s + 500 (43)
t
in which
g,r,C,Cs, Cs, p are continuous, p(t +T') = p(t),
Ct+T,s+T)=Clts),
and

swu‘wmﬂw+[a@mﬂ+mm@mwwds<w

>0
|C(t,s)||t —s| — 0 as s — oc.

THEOREM 6. ([2)) If Cy; <0, || < 1, B < 0, if either 2n > m or if [ya > 0, 2n +2 = m + 1, and
|B] > |7]], then (4*) has a T-periodic solution.

The proof is based on Theorem 3. Complete details are given in [5], but we give a brief sketch
here of just how the a prior bounds are obtained.



Define a Liapunov functional by

_ /t Tt s) ( / 1802 ) + v (u— ) du> ds.

Our space is Pr of continuous T-periodic functions with the supremem norm. If x € Pr is a solution,
then the derivative of this function satisfies

') t 2
/ — AQ Cs ’ ( 2n+1 m _ h d > d
0= [t [ 1805 @) + 20" W) ds
+ 2X(Bz* T 4 2™ (t — b)) (x — ax(t — h) — \p(t)).
Next, define the function

W(t) =2\ ( [vIm + |y |) lz(s)|™ds
m-l— t—h

m |Oéﬁ| / 2n—+2
Il [ eomas + o120 [ gnsaa).

with derivative

W(0) =2 (LI 4 pal) (ol ot — 1))

gl ol — e~ ")+ 20 2 — gz .

Now form V 4+ W. Since m < 2n, and since § < 0 and |a| < 1, there is an M > 0 with

(V+W) <2x [—Mﬁ"“ + M] .

But x € Pr yields V + W € Pr so
0=V(T)+W(T)—-V(0)—W(0)

< 2) [—L(l; o) /OT 2?2 (s)ds + MT] .

As A > 0 we find X > 0 with

T
/ 2" 2(5)ds < X.
0

With the aid of (4%), this yields a bound on the supremum norm of the solution.

6. SECOND SOLUTION OF PROBLEM 4

In order to get an intuitive idea of the problem, consider again (3*) and the special case

= / B (s)er =) ds.
t



If we reduce this to an ordinary differential equation and take 8 < 0, as in our last result, we see
that this is the unstable case. It turns out that the case of 8 > 0 is much more challenging and
interesting. The following simple case illustrates the difficulties.

The equation of interest is

z(t) = ax(t —h) +f /t b 2(s)e* T ds + p(t)

with p continuous, p(t +7T) = p(t), |a| <1, a > 0, and 8 > 0.

We attempt to use Theorem 3 by placing A before the last two terms and construct a Liapunov
function in order to get an a priori bound. The bound fails as A tends to zero. The next attempt is
with

z(t) = ax(t —h) + A [ /t b Bo(s)er ) ds + p(t)]

The a priori bound now holds, but continuity is lost as A — 0. Moreover, since A no longer
enters linearly, it is clear that we will need to prove a new fixed point theorem. To keep continuity
we note that if we are looking for a T-periodic solution of (3*), we can telescope the equation to

t+T
(1) = ax(t — h) + (B/{1 — e=oT}) /t 2()e=9) s

the sum of a contraction and compact map. Our homotopy equation will be
t+T
(Pp)(t) = ap(t —h) + {AB/[1 — e ]} / p(u)e W du + Ap(t).
t

THEOREM 7. If |a| < 1,a >0, 8 > 0, and if

B> a+aa® + |a(B — 2a)|,

then there is a T-periodic solution.
Theorem 3 will not work because A does not enter linearly. We need to replace Schaefer’s
theorem by the following result gleaned from Granas [10] and Eloe and Henderson [7].

THEOREM 8. (Granas-Eloe-Henderson [10 and 7]) Let (S, || - ||) be a Banach space, K > 0, X = {¢ €
Slllell < K}, and A={p € X ||l¢|| = K}. Suppose that h: [0,1] x X — § is continuous and for

each fixed A\g € [0, 1], then h(Ag, X) has compact closure. Moreover, suppose that h(\, ) = ¢ has
no solution ¢ € A and that there is a 1» € X\ A with h(0,¢) =9 for all ¢ € X. Then h(1,p) = p has
a solution in X.

We combine this result with Banach’s theorem and obtain the following theorem and corollary
which will solve our problem.

THEOREM 9 (Burton [4]) Let (S, || - ||) be a Banach space and suppose that:
(i) B: S — S is a contraction (so (I — B)~! is continuous);



(ii) h:(0,1] xS — S, )\111& A — B)7th(\,z) =: D(x) exists for each x € S;

MI — B) th(), if A#0
(ifi) H(\ ) =: { U=B)hhe) H27
D(z) ifA=0
is jointly continuous in (A, z) and for fixed A maps bounded sets into sets with compact

closure;
(iv) there is a K > 0 such that any solution of

x=AB(x/\) + (A, z), 0<A<I1, (%)

satisfies ||z|| < K
(v) H(0,z) =0 for each x € S.
Under these conditions, (*) has a solution for A = 1.

COR. Let (S, ]| -||) be a Banach space and suppose that:
(i) B: S — S is a contraction;
(ii) h:[0,1] x & — S is jointly continuous in (A, ) and for fixed A maps bounded sets into sets
with compact closure;
(iii) there is a constant K > 0 such that any solution of

x=AB(x/\)+ (A, z), 0<A<I1, (%)

satisfies ||z|| < K
Under these conditions, (*) has a solution for A = 1.
Because our B is linear, the corollary applies. Moreover, we work in the space of T-periodic
functions with mean value zero so that when A is zero, our space will be mapped onto the zero
function. The main problem then is to find a priori bounds. We do this by defining

t+T 2
V(t) = (AB/ :E(u)e)‘“(t_“)du> ,

together with

W(t) = 2X((1/2)|e(B — 2a)| + ac® + €1) /t_h 2?(s)ds
so that
(V(t)+W(t) <2) [(—ﬁt +a+ e+ |a(B—2a)| + aa® + e1)x® + A\My||p|| ]

or

(V(t) + W (1) < A[-pa®(t) + M]

for some p > 0 and M > 0, by the assumptions. This is then parlayed into a bound on the supremum
norm as we have done before.

7. SOLUTION OF PROBLEM 5

To this point we have focused on Krasnoselskii’s theorem by changing the compact map of a fixed set
into a compact map with a priori bound. Now we consider the problem of weakening the contraction

mapping.



Write (5) as
P(t,z)x’ = F(t,z), P(0,0) =0,

We can partially invert that as

/Ox P(t,s)ds = /Ot [F(s,zv(s)) + /Ox(S) Py(s,v) dv] ds.

Vit z) = S(t, /0 CHt s, 2(s)) ds>

Write this as

noticing that S(0,0) = V (¢, 0) = 0. We think of this as an operator equation Vi = Ap. A fixed point
of (P)(t) = (Ap)(t) — (V) (t) + ¢(t) will solve our equation. Thus, we have a compact mapping
A and a mapping B = I — V. Now B is not generally a contraction if 9V (0,0)/0z = 0; but if
oV/0x > 0 for (t,x) # (0,0), then B is a shrinking map. (If 0V/dz < 0 for (t,z) # (0,0), then use
Po=—Ap+Vp+I ©.) This is what we will call a large contraction. Many other kinds of shrinking

maps might possibly be substituted for the following, and a good selection is found in Sine [17].

DEFINITION. Let (M, p) be a metric space and B : M — M. B is said to be a large contraction
if p, ¥ € M, with ¢ # ¢ then p(By, BY) < p(p,¢) and if Ve > 0 3§ < 1 such that [p,¢ € M,

p(p, ) = el = p(Byp, Bip) < dp(p, ).
The next three results are found in [3].

THEOREM 10. Let (M, p) be a complete metric space and B be a large contraction. Suppose there is
an x € M and an L > 0, such that p(x, B"x) < L for all n > 1. Then B has a unique fixed point in
M.

The following theorem will extend Krasnoselskii’s result by weakening the requirement for a
contraction and it will allow us to provide one solution to Problem 5.

THEOREM 11. Let (S, | -||) be a Banach space, M a bounded, convex nonempty subset of S. Suppose
that A, B : M — M and that

x,y € M = Ax + By € M, (7)
A is continuous and AM is contained in a compact subset of M, (i1)
B is a large contraction. (i17)
Then 4y € M with Ay + By = y.
THEOREM 12. Let « > 0, V, S : [~a,a] X [-a,a] — R, H : [—a,a] X [-a,a] X [-a,a] — R

be continuous, S(0,0) = V(¢,0) = 0. Suppose that (X, | - ||) is the Banach space of continuous
¢ : [0, 8] — R, with the supremum norm, 0 < 5 < a, M = {p € X|p(0) =0, ||¢|| < a}, and that
(Be)(t) := o(t) — V(t, o(t)) defines a large contraction on M. Then (5) has a solution in M.
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